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Abstract. We consider the problem of imaging a crack network embedded in some homogeneous
background from measured multi-static far field data generated by acoustic plane waves. We pro-
pose two novel approaches that can be seen as extensions of linear sampling-type methods and
that provide indicator functions which are sensitive to local cracks densities. The first approach
uses multiple frequencies data to compute spectral signatures associated with artificially embedded
localized obstacles. The second approach also exploits the idea of incorporating an artificial back-
ground but uses data for a single frequency. The indicator function is built using a similar concept
as for differential sampling methods: compare the solution of the interior transmission problem for
healthy inclusion with the one with embedded cracks. The performance of the methods is tested
and discussed on synthetic examples and the numerical results are compared with the ones obtained
using the classical factorization method.

Key words. Generalized linear sampling method, cracks, interior transmission problem, artificial
background.

1 Introduction

We consider the problem of identifying a set of cracks embedded in some homogeneous background
from measured far field data generated by acoustic plane waves. This type of problem has been
extensively studied in the literature and we refer to [39, 18, 40, 1, 10, 36, 35, 44, 3, 41, 14, 16, 9, 11, 33]
for an overview of some non-iterative methods that have been employed to solve this problem. We
are interested here in cases where the cracks form a relatively dense network that may cause failure
of most of these methods (due to important multiple scattering effects). In general, these methods
would furnish an indicator function that only reveals a volumetric domain encompassing the cracks
network. We propose and study two methods that would leverage this limitation and provide
indicator functions that are sensitive to local densities of the cracks inside the network. These two
methods belong to the family of so-called sampling methods (e.g. [29, 37]) and make use in particular
of the Generalized Linear Sampling Method (GLSM) [8, 22]. In the case of inclusions with non empty
interior, sampling methods fail if the interrogating frequency coincides with so called Transmission
Eigenvalues (TEs) (that coincide with resonant frequencies in the case of non penetrable obstacles).
Exploiting the failure of the these methods at TEs, it has been shown in [21, 24, 20] that TEs
can be computed from far field data, and moreover that the knowledge of these quantities can be
used to infer qualitative information on the material [17, 24, 32, 34]. However, recovering sharp
information from TEs is not an easy task for penetrable inclusions because they cannot be viewed as
the spectrum of a selfadjoint operator. To overcome this difficulty, recent works [5, 23, 4, 27, 26], [28,
§10.4] suggested to rather consider a modified spectrum that we refer to as Relative Transmission
Eigenvalues (RTEs) and that can still be computed from far field data. The original proposed idea



consists in the introduction of an artificial background that can be chosen by the observer. Then
RTEs correspond to wavenumbers such that there exists an incident field for which the far field
resulting from the effective background and the one resulting from the artificial background are
arbitrarily close. The advantage of using RTEs is that they depend on the artificial background
which can be fit as desired, in accordance with the problem under consideration. Hence choosing
the appropriate setting for the artificial obstacle, such as the position, the geometry, whether the
obstacle is penetrable or not and the corresponding refractive index or boundary conditions, can
greatly simplify the link between the RTEs and the parameters of interest.

In this work we shall adapt the idea of RTE for crack monitoring perspectives. First, we
point out that cracks have an empty interior and therefore TEs do not exist (according to their
definition for volumetric inclusions). However, one can still define RTEs as long as the artificially
included background contains inclusions with non empty interior. This is what we would like to
exploit here to build indicator functions that are sensitive to the number of cracks inside the artificial
inclusion. Considering the latter to be a non-penetrable obstacle © (with some prescribed boundary
conditions), the RTEs then coincide with the eigenvalues of the Laplace operator with the boundary
conditions on 912 and the boundary conditions on the cracks intersecting €2. This indicates that
these RTEs are sensitive to the number of cracks contained in ). For instance, it can easily be
shown that the RTEs are monotonous with respect to the crack (for the inclusion order). As for
TEs, we prove that RTEs can be determined from the multi-frequency data using an adaptation of
the GLSM [8]. This leads to a first algorithm where the domain € is swept over the interrogated
region and for each position, the computed RTEs are compared with RTEs associated with a crack
free inclusion ). The desired resolution of the method is determined by the size of 2 which is in turn
limited by the frequency band of the data (since it should contain at least the first RTE associated
with Q).

A weak point of this first method is the relatively high numerical cost of the computations
of RTEs associated to one artificial background. Since increasing the resolution (or equivalently,
reducing the size of ) requires to increase the number of artificial backgrounds considered, obtaining
high resolution images may be prohibitive. To bypass this drawback, we suggest a second method
which uses far field data at one fixed wavenumber. This alternative approach mixes the notion
of artificial background with ideas from the Differential Linear Sampling Method [7]. Indeed we
consider the same 2 as previously but instead of comparing RTEs, we compare the solutions of
the corresponding transmission problems. We prove that a measure of the difference between these
solutions can be obtained using the GLSM. This measure is indeed sensitive to the presence of the
cracks but we are unable to obtain monotonicity results as for the first indicator function. The
numerical results however indicate that the indicator function obtained is sensitive to the crack
numbers inside €. Varying 2 over the probed domain provide an image that reflects the density of
the cracks.

The numerical implementation of both algorithms is presented in a simplified 2D setting. The
performance of the two methods is tested and discussed on synthetic examples. Moreover, the
numerical results are compared with the ones obtained using the Factorization Method (FM). We
numerically observe the superiority of the second method for relatively sparse networks. When
the crack network becomes dense, only the first method provides an indicator function that shows
variations with respect to local densities of the cracks.

The outline of the paper is as follows. We first introduce in Section 2 the setting of the scalar
inverse scattering problem for cracks. We also outline the Factorization Method and show expected
numerical results on a representative targeted configuration. Section 3 is dedicated to the proposed
imaging algorithms based on the notion of relative transmission eigenvalues. After defining these
quantities, we show how they can be determined from measured multi-static and multi-frequency
data. We then describe the associated algorithm and give some preliminary numerical validations.
We present in Section 4 the method based on ideas from differential linear sampling method that
uses muti-static data at a fixed frequency. After analyzing the method, we provide an extensive
list of validating examples and make a comparison between the three inversion algorithms. Some
technical results used in the proofs are given in an appendix.



2 Setting of the problem
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Figure 1: Example of setting in R2.

We are interested in the scattering of waves by a collection of sound hard cracks in R, with d = 2
or 3. Following [19], the cracks coincide with a portion I' of a smooth nonintersecting curve (d = 2)
or surface (d = 3) that encloses a domain D such that its boundary 0D is smooth. We assume
that I is an open set with respect to the induced topology on dD. We denote by v the unit normal
vector to 0D pointing to the exterior of D (see Figure 1). To define traces and normal derivatives
of functions on I', we use the following notation for all x € I':

() = hli\rélJr fx+hv(z)) and OFf(z)= hlirél+ v(z) - Vf(x+hv(z)).

Note that if f is a function which is H? in an open set containing T, we have 9} f = 9, f on I and
we simply write 0, f. We shall also work with the jump functions

fl:==f"=f" and [0,f]:==0]f~0,f (1)

Let u; be a smooth function satisfying Au; +k%u; = 0 in R where A stands for the Laplace operator
of R% and where k is the wavenumber proportional to the frequency. The scattering of u; by the
cracks is described by the problem

Find v = u; + us such that
Au+k*u = 0 inRIN\T

Ofu = 0 onT (2)
) Ous . 2
RLITOO | or —ikug| ds(z) = 0.

The last line of (2), in which r = |z|, is the so-called Sommerfeld radiation condition. For all k¥ > 0,
Problem (2) has a unique solution u belonging to Hi, .(R?\T'). In this document, HL (R\T) denotes
the set of functions which are in H'(O\T) for all bounded domain @ C R% [28]. Far from the cracks,
the scattered field us behaves at first order like a cylindrical wave (resp. spherical wave) when d = 2
(resp. d = 3) and we have the expansion (see e.g. [28])

us(rfs) = nq etk (u?(@s) +O0(1/r) ), (3)

as r = |x| — +oo, uniformly in 6, € S ! := {# € R% |f| = 1}. In (3) the constant 7y is given
by ng = €5 /v/8rk for d = 2 and by ny = 1/(4x) for d = 3. The function u® : S 1 — C is
called the farfield pattern of us associated with u;. When u; coincides with the incident plane wave
ui (-, 0;) := e™*%® of direction of propagation #; € S?~!, we denote respectively u,(-,6;), u(-,6;)
the corresponding scattered field and far field pattern. From the farfield pattern associated with
one incident plane wave, by linearity we can define the farfield operator F : L2(S?1) — L2(S% 1)
such that

(Fo)(00) = [, 9(6)u (64,6, ds(6)). 4)

gd—1

The function Fg corresponds to the farfield pattern of us defined in (2) with

U = Vg 1= g(6;)e™*0 ds(0;). (5)

gd—1



We call Herglotz wave functions the incident fields of the above form. Our goal is to develop tech-
niques to identify the cracks I' from the knowledge of F' : L2(S%1) — L2(S%1).

As mentioned in the introduction, sampling methods for crack monitoring purposes, such as the
LSM or the FM, can already be found in the literature. However, these techniques turn out to
be inefficient when it comes to image highly damaged backgrounds. We illustrate this point on
numerical simulations where we implement the FM to recover sound-hard cracks coinciding with a
set I'. The method relies on the solving of the problem

(F)'Y2(gr)(2) = @3 (2) Vi esT! (6)
In equation (6), the opertor Fy is defined by
Fﬁ = |%6F|—|—SmF, (7)

with Re F':= (F + F*)/2 and Sm F := (F — F*)/(2i). The right hand side is defined by

(@) = [ (—ikavwal) + Bu)e " ds(y).

where o and § are given density functions. A chosen non intersecting curve L is then part of the
crack if and only if ®° € R(Fﬁl/ 2). For more details on this method, we refer the reader to [39, 15].
Figure 2 illustrates the performance of the FM in a particular setting (we work with simulated
data). We observe that the isolated cracks are relatively well recovered. However regions which
concentrate too many cracks are poorly reconstructed. The use of higher wavenumber data should
improve the results, as we try to point out in Figure 3. But in practice one might not have a priori
information on the damage level of the probed background nor access to high wavenumber data. In
this work, we address this issue by introducing new types of indicators which instead of giving the
exact shape of cracks, focus on quantifying crack density.

—Cracks
-~ =—Probed region

Figure 2: Imaging of a simulated damaged background with the FM indicator. The reconstruction
uses far field data generated at the wavelength A := 27/k = 0.3. The resolution of the image is set
by the sampling points step dz = 0.01.

To proceed, we propose two methods relying on the notion of artificial backgrounds. The first one
uses the concept of Relative Transmission Eigenvalues which has been introduced in [5, 6]. It will be
presented in the next section and will allow us to quantify small crack aggregates. This technique
requires data for a range of frequencies and its implementation is quite expensive. To overcome this
drawback, we will present in Section 4 an alternative approach inspired by the Differential Linear
Sampling Method of [7] which requires only data at one fixed wavenumber and fewer computations.

In our analysis, we will use several times a result on the factorization of the operator Fy de-
fined in (7) that we recall here (which can be easily deduced from the analysis in [39] and the
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Figure 3: Imaging of a simulated damaged background with the FM indicator. The reconstruction
uses far field data generated at the wavelength A = 0.05. The resolution of the image is set by the
sampling points step dz = 0.01.

abstract theory for the factorization method as in [38, 22]). First, define the Herglotz operator
Hr - L2(S41) — H-Y2(I") such that
Hrg = al/vg|F’ (8)

where vy appears in (5).

Proposition 2.1. Assume that k? is such that Hr : L2(S* 1) — H-Y2(I') is injective. Then we
have the factorization
Fy = 1 T M, (9)

where the bounded operator Tr : H-Y2(I') — HY2(I") is such that there is ¢ > 0 such that
Vo € HV2(I), (p, Tro)r > ¢ |190H2H71/2(r)-

Here (-,-)r denotes the duality pairing in H=/2(I') x HY/2(I").

Remark 2.2. By assumption, I' coincides with a portion of the boundary of a smooth domain D.
When 0D is analytic, from the results concerning zeros of analytic functions, we infer in particular
that Hp : L2(S%1) — H-Y2(T") is injective when k? is a not a Neumann eigenvalue of the Laplace
operator in D.

3 Quantification of crack density using Relative Transmission Eigen-
values

In the article [5], it was proposed to work with relative far field data obtained by considering the
difference between the measured far fields and some computed far fields corresponding to an artificial
background. This was done in the context of the determination of the features of a penetrable
obstacle via the use of the so-called transmission eigenvalues as spectral signatures. The motivation
for introducing these relative far field data was to simplify the associated interior transmission
problem in order to facilitate the reconstruction. In our setting, the use of artificial backgrounds
is especially interesting because it will allow us to define a transmission problem which usually
does not exist for scatterers of empty interior. After defining the relative far field operator, we will
derive an associated boundary eigenvalue problem whose spectrum is shown to carry straightforward
information on the cracks. Furthermore it will be shown that the spectrum can be computed from
collected far field data at multiple frequencies. The possibility to quantify small crack aggregates
with this spectrum will be illustrated by some numerical simulations.



3.1 Relative Transmission Eigenvalues

Let © C R? be a given bounded domain with a smooth boundary whose complement ¢ is connected.
This domain, which is chosen by the observer, should be seen as an artificial impenetrable obstacle.
To simplify the presentation of the theory, we shall assume the cracks do not meet the boundary of
the artificial obstacle. More precisely, we assume that I' N1 9Q = (). Note however that the cracks
can be inside and/or outside 2. Consider the scattering problem

Find up = u; + up s such that
Aup +k*u, = 0 inR?\Q,
u, = 0 on 9N

+ Radiation condition.

(10)

Here the radiation condition is the same as in (2). For all ¥ > 0, Problem (10) has a unique
solution uy, in HL (R?\ Q) [28]. When u; coincides with the incident plane wave u;(-,8;) = k%2,
of direction of propagation 6; € S¥"!, we denote respectively up,s (-, 0i), ups(+,6;) the corresponding
scattered field and far field pattern (see the expansion in (3)). From the farfield pattern, we define

by linearity the farfield operator F? : L2(S%~1) — L2(S%!) such that
(F)(0:) = [, (00 w5 (01.01) ds(6y).
Finally we define the relative farfield operator F" : L2(S!) — L2(S%1) as
F":=F — F". (11)

In practice, F is obtained from the measurements while F® has to be computed by solving numeri-
cally (10) for a given €.

In what follows, we will be interested in the values of k> > 0 for which there is a non zero
u; € LIQOC(Rd) satisfying Au; + k*u; = 0 in R? and such that the corresponding us, up,s defined
via (2), (10) are such that ug® = up%. In other words, we are interested in general incident fields
such that the associated far fields of the scattered fields for the cracks and for the artificial obstacle
coincide. In such a case, since R?\ (QUT) is connected, the Rellich lemma implies us = uy ¢ in
R4\ (QUT) and so u = u; + us must coincide with u, = u; + up s in R\ (QUT). Since up = 0 on
0f), we then have
Au+k*u = 0 inQ\T
Ofu = 0 onT'NQ (12)
u = 0 on 0N.

Definition 3.1. We say that k* > 0 is a Relative Transmission Eigenvalue (RTE) if Problem (12)
admits a non zero solution u € HY(Q\T).

Let us make a first simple observation: if the chosen artificial obstacle €2 is such that T N Q = 0,
then the RTEs coincide with the spectrum of the problem

Au+ku = 0 inQ

u = 0 ond (13)

which can be computed independently from the data (it suffices to compute the eigenvalues of the
Dirichlet Laplacian in ). It will be shown in the next paragraph that the spectrum of (12) can be
computed from far field data. Consequently it is possible to determine whether I' N ) is empty or
not by comparing the spectra of (12) and (13). Using this result and sweeping the probed region
with a collection of artificial obstacles €2, we can then identify the cracks I'. Note that with this
approach, the resolution of the image is directly related to the size of 2.



To improve the quality of the reconstruction, one can also use a result of monotonicity for the
spectrum of (13) with respect to the size of the cracks that we describe now. Classical results
concerning linear self-adjoint compact operators guarantee that the spectrum of (12) is made of real
positive isolated eigenvalues of finite multiplicity 0 < k¥ < k3 < --. < k:f, < ... (the numbering
is chosen so that each eigenvalue is repeated according to its multiplicity). Moreover, there holds
limp 4 oo kf, = 400 and we have the min-max formulas

Vul|?
k;% = min max le )
Epedp ucEp\{0} ”“HL2(Q)

Here &, denotes the set of subspaces E, of {¢ € HY(Q\T)|¢ = 0 on 9Q} of dimension p. As a
consequence, if (I'NQ) C (I'NQ) and if we denote by /%]2) the eigenvalues of (12) with I" replaced by
T, we obtain kf, > l;:g for all p € N*:={1,2,...}. Such a result is interesting to get an idea of how
damaged is a material in presence of a dense network of cracks. In order to state our results below,
we will have to exclude certain values of k2, coinciding with a subset of RTEs.

Definition 3.2. We say that k? > 0 is a Relative Non Scattering Eigenvalue (RNSE) if F" is not
injective.

Remark 3.3. If k? is a RNSE and if g € L2(S%™Y) is in the kernel of F", then the function u
defined via (2) with u; = vy (see (5)) is a non zero solution of (12). This shows that RNSEs form
a subset of RTEs. But if k* is RTE, nothing guarantees that we can create a non zero element
in the kernel of F". In general, RNSEs are expected to be rare objects (if they exist). For studies
concerning their existence or absence in contexts close to the one considered here, we refer the reader
to [13, 43, 30, 31, 25, 12].

Before proceeding, we state a factorization result of the operator F? that will be useful in the
analysis. Its classical proof can be found in [38]. Define the operator Hpgq : L2(S¢1) — H~Y/2(9Q)
such that

Hyag = dyuplaq, (15)

where uy, is the total field defined in (10) with u; = v, (see (5)). Note that our operator Hpq defined
by (15) corresponds to the operator G* in [38, Theorem 1.15]. Similarly to F} in (7), we introduce

F} = [Re F*| + Sm F".

Proposition 3.4. Assume that k? is not a Dirichlet eigenvalue of problem (13). Then we have the
factorization
F = Hjo Too Hag,

where the bounded operator Tyq : H-Y/2(0Q) — HY2(0Q) is such that there is ¢ > 0 such that
V(,D € H_1/2(89)a <307T8Q(10>6Q >c ||SO||12{*1/2(BQ)'

Here (-,-Yoq denotes the duality pairing in H=1/2(9Q) x H'/2(09).

3.2 Computation of the Relative Transmission Eigenvalues from the data

In this paragraph, we explain how to compute RTEs from the data. The results justifying the
method are the Theorems 3.7 and 3.8 below. The idea is similar to the one used to characterize
classical transmission eigenvalues from the knowledge of the far field operator F' (see [21]). We start
by writing a factorization of the relative operator F”. For g € L2(S?1), consider the incident field
u; = vg as in (5). Denote u, uy the total fields defined respectively via (2), (10) and set

Ju—w inRI\Q
R I in Q.



With such a definition, we have w* = F"g where w® stands for the far field pattern of w. The
function w solves the problem

Find w € HL (R%\T) such that

Aw+kw = 0 in R\ (0QUT)
Ofw = 0 onI'NQ [Oyw] = —11 on 9N
Ofw = —pp onI'NQC + Radiation condition |

(16)

where 11 = 9} uplan and o = O uplrnoe. Note that on 9, the unit vector v is directed to
the exterior of 2. On 01, the quantities [-], [0,-] are then defined as in (1). Consider the space
Y := H-1/2(0Q) xH=1/2(I'NQ°), endowed with the natural norm that we denote ||- ||y, and introduce

the operators
H™: 1281 — Y

17
9 = (95 ublon, Ovus|rnae), (17)
where uy, is the solution of (10) with u; = vg4. Define also
G- Y — LQ(Sdfl) (18)
(Y1, 42) = w™,

where w®™ is the far field pattern of the solution of (16). The following factorization of F" is then
straightforward

F'=G"H".
For z € RY, introduce ®, the outgoing Green function which solves A®, + k2®, = —§, in the sense
of distributions of R¢ and such that
() = L (Jo(klz — 2|) + iYo(kle — 2|)) if d = 2; o)=L as ()
4 A1 |z — 2|

Here Jy and Yj are respectively the Bessel functions of order zero of first kind and of second kind.
It is known that the far field pattern of @, is the function ®° such that ®X°(0s) = e~***% for
6, € S“1. We begin with the simple but fundamental following result.

Proposition 3.5. Assume that k? is not a RTE. Then ®° € Range G” if and only if z € ).
Proof. First consider some z € Q. When k2 is not a RTE, the problem

Aw+kw = 0 inQ\T
OFfw = 0 onI'NQ
w = @, on 0.

admits a unique solution w € H'(Q\ T'). Extend w by @, in R?\ (QUT). Then w is a solution to
(16) with ¢ = 9, (w — D,)|aq and o = —0,P,|rnqe, which shows that $3° € Range G".

Now let z € R%\ Q. Assume that there exists (11,12) € Y such that G"(¢1,12) = ®. By
the Rellich lemma, we then have w = @, in R\ (QUT') where w is the solution to (16). This leads

to a contradiction due to the singular behaviour of ®, because w is in HL (RY\ T). O

We now introduce a quantity that will serve as a penalization term below in the minimization of
the functional JI' (see (30)). We emphasize that it is a crucial ingredient in the two methods we
propose. For g € L2(S?1), set

P(g) == (F*g, 9)12(si-1) + (FY g, 9)12(sd-1)- (20)

First, we show that P(g) is equivalent to || H"g||y. In the following, ¢, C' > 0 denote generic constants
whose value may change from one line to another but remains independent from g € L2(S%1).



Lemma 3.6. Assume that k? is not a Dirichlet eigenvalue of problem (13) and that Hr : L2(S1) —
H_l/z(F) is injective. Then there exist constants ¢, C > 0 such that for all g € L2(S%1), we have

NH gl < I Hoagld /2o + IHeglZ1ysqey < C IHTgIR 1)
Here H", Hpq, Hr are respectively defined in (17), (15), (8). This implies in particular that
¢ NH g3 < Plg) < € |H7gll2 (22)
for some constants ¢/, C' > 0 independent from g € L2(S1).

Proof. For g € L2(S%1), let u, be the solution of (10) with u; = v,. Let us start by establishing
the first inequality of (21). By definition, we have

||Hrg||%( = ||8+Ub||H 1/2(9Q) + H81/ub||12{fl/2(rmgc)
5 (23)
= ||Haagll3- 12gaqy T 100usllig-1/2 (prge)-
Since uy, = vy + up 5, We can write
|’al/ubHH*1/2(FﬂQC) < HaV'UgHH*l/?(FﬂQC + 10 ub,sllg-1/2(rnoe)
(24)
< | Hreglla-2my + 10vus,slla-1/20000)-

The scattered field u, s associated with (10) admits the integral representation, for « € RY\ Q,

ws@) = [ OPu(y)uns(y) - D, (y) 0y un,s (y) ds(y)
/ 0,2 (y) (s + 1) (y) — Pa(0)0F (5 + 1) (y) ds(y) (25)

= — [ ®u(y)9; upds(y).
o0

Note that the second line above has been obtained from the first one thanks to a simple integration
by parts. The continuity properties of single layer potentials (see [42, Theorem 6.11]) then imply
that

10vu s lli-172rr0e) < ClIOG ubll-1/2(00) = CllHoaglln-1/2(00)- (26)
Consequently, since vy = up — up 5, We can write
10vvglla-1/2(ppgey < € (HaVubHHfl/Q(FﬁQC) + ‘|8zz+ubHH*1/2(8Q)> : (27)

Inserting (27) in (24) and (24) in (23), we get the first inequality of (21).

Let us prove the second estimate of (21). Since there holds Av, + k*vy, = 0 in Q, when k? is
not a Dirichlet eigenvalue for the Laplace operator in €2, we can write

[0vvglla-172(rny < € (1Avg]IL2(0) + Vgl @) < Cllvgllaza)- (28)

But on 012, there holds vy = —u3 ¢ and again from the continuity properties of single layer potentials,
from (25), we get

[vgll1/2(00) = lubsllmrz o) < ClOG uslla-1/290) = CllHoagllu-1/2(a0)- (29)

Gathering (27), (28) and (29), we obtain

[Hrgllg-1/20) = 1000gll-172(r) < CllHoagllg-1/2(90) < CI1H glly-



This is enough to conclude to the second estimate of (21).

Finally, from the factorization results of Propositions 2.1 and 3.4, we can write

cllHoagllf-1/2000) < (Haag, TooHaag)oa = ((F®)g, g)12(si-1)
clHrgllfrery < (Hrg. ToHrghr = (Fg, )i

Summing these two lines and using (21) provides the first inequality of (22). From the continuity
properties of the operators Tyq, Tr we obtain

(P, 0)zeiny < CllHoaglosaon
(Fﬂgmg)LQ(Sd*l) < C ”HF9||12{71/2(F)-
Combining these estimates and (21) gives the second inequality of (22). O

Now we have all the ingredients to show that RTEs can be determined from F". Let (o) be a
sequence of positive numbers such that lim, . a, = 0. For a given z € Q2 and n € N, define the
functional J7 : L2(S%"1) — R such that

T2g) = anP(g) + IIF7g — 2y g (30)
where P(g) is defined by (20). Set

in = inf JI >0 31
je= nf | 2o > (31)

and introduce a sequence (g7),en of elements of L2(S9~1) such that for all n € N,
J2(g2) < G2 4o (32)

The power exponent 7 is chosen such that n > 1. Roughly speaking, for almost every z € Q, we
will show that the quantity lim,,_, 1. P(g7) takes infinite values if and only if k is a RTE. We split
this result in Theorems 3.7 and 3.8 below.

Theorem 3.7. Assume that k? is not a RTE nor a Dirichlet eigenvalue of problem (13). Assume
also that Hy : L2(S¥1) — H-Y2(T) is injective. Then for all z € Q, the sequence (P(g?)) remains
bounded as n — +00.

Proof. Consider a point z € (). From the definitions of J7', g7 and j7, there holds
anP(g7) < J(g7) < jI + ag. (33)

According to Proposition 3.5, there exists ¢, € Y such that G"p, = ®3°. Using the fact that the
range of H" is dense in Y (see Proposition 4.5 in Appendix), there exists ¢, € L%(S?"1) such that
|H" by, — @2 ||% < ay. The continuity of G™ : Y — L2(S?"!) then allows us to write

J2 < J2(Wn) = anP(n) + [[F n — @?\Iiz(gdq)
< anP(n) HIGTIPIH Y — @23 (34)
< (P(n) +1GT?).

Inserting (34) in (33) and using Lemma 3.6, we conclude that
P(g2) < (Coll H™nll3 + IGTI%) + o)~

This guarantees that (P(g?)) remains bounded as n — oo (note that |[H |y < |lezlly +

a,l/2). O
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The final ingredient allowing us to obtain a method to compute RTEs is the following result com-
plementary to the previous one.

Theorem 3.8. Assume that k? is a RTE but not a Dirichlet eigenvalue of (13) and not a RNSE.
Assume also that Hyp : L2(S%1) — H~Y2(T") is injective. Then for all non empty open set O C Q,
the function z — liminf,_, . P(g2) is not bounded in O.

Proof. We proceed by using a contradiction argument. Without lost of generality, we assume that
O C Q\T (otherwise work with a subset of O). Assume that exists M > 0 such that for all z € O,
there holds

liminf P(g}) < M.

n—-+oo

Up to extracting a subsequence of (¢7)y, we assume that lim,_, P(¢97) < M. Pick z € O. The
result of Lemma 3.6, which requires that k? is not a Dirichlet eigenvalue of (13) implies that (H"g%)
is bounded in Y. As a consequence, there is a subsequence, also denoted (g7), such that (H"gZ)
weakly converges in Y to a limit denoted ¢,. Since the operator G" : Y — L2(S%!) is compact
(Proposition 4.6 in Appendix), we deduce that (G"H"g}) = (F"¢2) converges to G",.

Let us show that (F"g?) converges to ®2° as n — +oo. Using the fact that the range of F" is
dense in L2(S?!) when k? is not a RNSE (Proposition 4.7 in Appendix), for any € > 0, we can find
g € L2(S1) such that |[F"g — @§°||%2(Sd_1) < e. By definition of 57 (see (31)), then we have

ji < anP(g) + ¢,

which is enough to conclude that lim, 4~ j2 = 0. From (33), we infer that

lim J(g7) = nEToo anP(g?) + || F g — q>§°||§2(sd_1) =0.

n——+00
Since (P(g¢7)) is bounded and (a;) tends to zero, this implies that (F"g?) converges to ®2° in
L2(s%1).

Thus we have G"¢, = ®°. Now by definition of G", there exists a solution w, of (16) such
that w3® = ®%°. The Rellich’s Lemma implies that w, satisfies the following equations,

Aw, +k*w, = 0 inQ\T
Ofw, = 0 onI'NQ (35)
w, = &, on ON.

We have shown the existence of a solution w, € H'(Q\ T') to equation (35) for all z € O. Now we
prove that this is not compatible with the fact that k2 is a RTE. Let wy # 0 be an eigenfunction
of (12). Multiplying the first equation of (35) by wp and integrating by parts, using also that
OFwp = 0Fw, = 0 on T NQ, we get

0= / O, wow, — wod,w, ds = / Oy wow, ds = / O, wo®, — wed, P, ds.
o0 o oN

The Green’s representation theorem together with this last equation imply that for all z € O, we
have

wo(z) = /F o, ds(@) - /F (D] ds(a). (36)

The right hand side of (36) is an outgoing solution of the Helmholtz equation in R\ (T'N ) which
coincides with wgy in O. From the unique continuation principle, we infer that it coincides with wg
in Q\ T. Since we have wy = 0 on 92, we deduce that the right hand side of (36) is null. And so
wo must be zero in O. Again from the unique continuation principle, this implies wy = 0 in Q \ T
which yields a contradiction. O
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Remark 3.9. Theorems 3.7 and 3.8 suggest that RTEs correspond to values of k?* for which peaks
are observed in the curve

f:k'—>/OP(gQ)dz (37)

for large values of n and any non empty open set O C ). Note however that rigorously the above
theorems require that k* is not a Dirichlet eigenvalue of (13) nor a RNSE.

3.3 Description of the identification algorithm

Let F(k), k € [km; k], be a collection of far field operators associated with the initial problem
(2) (scattering by cracks). For a discrete set of sampling points 7' C RY covering the probed area,
we consider the collection of artificial obstacles (£2)ier defined by € := B(t,p) where B(t,p) is
the ball centered at ¢ of radius p > 0. Note that though theoretically we assume that the €, are
such that 9€; does not meet the cracks, numerically however we discard this constraint. First, we
compute the far field pattern F®(k) for k € [ky,; kas]. To proceed, we need to solve the scattering
problem (10). But since € is a ball, this can be done analytically in a quite cheap way. Thus we
have access to F" (k) = F(k) — F(k). Then for all k € [k,; kay], for all z € €, we approximate the
solution of the far field equation F"(k)g = ®2° by computing g7 (k) (see (32)) for small values of
an > 0. Plotting the curve

Et”:k:»—>/ﬂ P (k) d= (38)

and identifying the peaks as n — 400 allows us to get the spectrum of Problem (12). Below, we
only compare the list of the eigenvalues of (12) contained in [k2;k3,] with the list of eigenvalues
of (13) contained in the same interval. We denote them respectively by op(€;) and oy(£2;). Note
that the reference list of eigenvalues oy(€2;) is independent of ¢ and can be computed once for all.
However it depends on p and it is better to choose ky,, kys such that oy(Q:) # 0. Then we have the
following result

O'F(Qt) #U@(QQ = FﬂQt#m
This criteria can be implemented in practice by defining

— . 2 12 . 2 12
d(or (), o9 (k) = e K |k — kgl + P PP L |k — Kpl. (39)
Then we have d(or(€%),04(2)) = 0 if and only if op(€) = op(€2). However, this result is not
completely satisfactory because we may have I' N ; # 0 and op(€) = 0¢(%) (in which case
the possibility to compute the elements of op(€2;) is not justified by the theory, see Remark 3.9).
In order to get a more robust indicator, we can average it as follows. Instead of simply defining
d(or(Q4),09()) as the crack density at point ¢, we also involve nearby artificial disks by defining

1
I(t) =
®) card{s € T'||t — s| < n}

> d(or(), 09()). (40)
seT
|t—s|<n
Here for a set A, card(A) stands for the cardinal of A. Moreover the parameter 7 fixes the amount
of disks which are taken into account. With this indicator, we have more chances to obtain Z(t) # 0
if and only if cracks are present in the set W; defined by

Wt = U QS.
seT
|t—s|<n

Besides, since the eigenvalues kr of (12) decreases with respect to the size of I'N (2 for the inclusion
order, we also expect that Z(t) gives a qualitative information on the density of cracks inside W,
(the more cracks in W;, the higher Z(¢)). However this remains an intuition and this result seems
hard to establish theoretically. On the other hand, we emphasize that in practice, we take a large
but fixed n in (38). Therefore, in the numerics, we work with an approximation of Z(t) that we
denote

7"(t). (41)

12



3.4 Numerical validation of the algorithm

We conclude this section by testing the indicator function (41) in a two dimensional setting. For
a given wavenumber k, we generate a discretization of the far field operator F' by solving numer-
ically the direct problem (2) for multiple incident fields wu;(-,6,) = e~ 0 To proceed, we use
a boundary element method working with the solver gypsilab [2]. We then compute the matrix
F = (u®(84,0p))p.q for 6,, 6, in {cos(27l/100), sin(271/100), { = 1...100} (somehow we discretize
L2(S')). We then add random noise to the simulated F and obtain a noisy far field data F9 such
that F]fq = Fpy(14+~vN). Here N is a complex random variable whose real and imaginary parts are
uniformly distributed in [—1;1)2. The parameter v > 0 is chosen so that ||F® — F|| < 6. We repeat
this process for multiple wavenumbers k € [k,; kys| to obtain a collection of noisy far field data
(FO(k))kelkpmska]- In what follows, we do not write the dependence with respect to the wavenumber
to have a lighter notation.

We work with artificial obstacles which are balls of radius p centered at ¢. In this case, we have an
analytic expression of the far field pattern of the scattered field associated with an incident plane
wave for the problem (10). For €; = Qq (the ball of radius p centered at the origin), the asymptotic
behavior of the Hankel functions, we find

00 _ —z‘7r/4\/T _ In(kp) im(o,-06,) — g™
Ug (QQaep) € ﬂ_kn% Hm(k’p)e P tUg (quep)' (42)

From the translation formula (see [28, Identity (5.3)]), the solution €2 for a generic ¢t € R?, has the
following far field pattern

ug" (0, 0p) = eikt.(epieq)ﬁzo(eqa Op)-
Consequently, if we define the two matrices T' and F? by
qu = eikt.(ep_%) and F}?q = ﬂgo(am 917)7
then the relative far field operators F} are given by
F{:Fé_Ftbv (43)

where F} is the component wise multiplication of T with F?.

To handle the noise added on the data, we work with a regularized version of the cost function
J? introduced in (30). Tt consists in finding minimizers ¢™(t) of the functional J™°(g,t) such that

T23(g.) = an (P2(g.0) + 8lalBaen) + 1 FLg — @213, (44)

where P%(g,t) = (Fﬁ‘sg,g) + ((F))tg, g). Following [8, Section 5.2], we fit as, to § as follows,

_ afsn(t)
00 = gl IR+ 0 )

where afqy(k,t) is the regularization parameter given by the Morozov discrepancy principle in the
Tikhonov regularization of the equation F/g = ®°.

From the computed g’;"s(k,t), we identify the RTEs k2 as described in the previous paragraph.
We first illustrate the indicator function Z™(t) introduced in (41) on a neat example (Figure 4). We
also present the plot of the curve & defined by (38) for two different artificial disks €, (Figure
5) and €, (Figure 6) so one can appreciate how the first eigenvalue of (12), determined by the
first peak of the curve &£, deviates from the first eigenvalue of (13) when 2 intersects the crack.
In Figure 7, we decrease the artificial disks radius to p = 0.1 to recover the crack with a better
resolution.

13



—Tr
Q,

Figure 4: Left: collection of artificial disks of radius p = 0.3 used to identify a single crack of length
0.5. Right: results of the reconstruction provided by the indicator Z" (with the parameter n = 0).

Q,
T * —T

[ Pz
Jou, i )

Figure 5: Plot of the curve & (left) defined by (38) computed with the artificial obstacle €2,
represented on right. The peak of the curve is reached at kr =~ kj, the latter quantity being
indicated by the vertical line. Consequently, it is obtained that Z"(t1) = |k — kj| ~ 0.

T,
7 2,

—T

[ Plazw)a:
Jo, ) .

Figure 6: Plot of the curve & (left) defined by (38) computed with the artificial obstacle €,
represented on right. The peak of the curve is reached at kr < kj, the latter quantity being
indicated by the vertical line. Consequently, we obtain that Z"(t2) = |k — kj| # 0.

Finally, we implement the method to two less academic situations in Figure 8. It gives satisfactory
results in the sense that it allows us to quantify the damage level of the material. However, this
method is quite expensive in computations to obtain a better resolution of the image. This is why
we propose another approach in the next section, which requires only measurements at one fixed
wavenumber and whose implementation is less costly.
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Figure 7: Results of the reconstruction provided by the indicator Z" to recover the vertical crack of
Figure 4. The method is carried with artificial disks of radius p = 0.1. The regularization parameter
of the indicator is set to n = p.

Figure 8: Indicator Z" for two different simulated damaged materials. Left: 11 vertical cracks of
length 0.25 arranged in 4 areas with different damage levels. The radius of the artificial obstacles
is p = 0.25. Right: 40 cracks of different lengths arranged randomly. The radius of the artificial
obstacles is p = 0.1. The data is corrupted with 1% of noise.

4 An alternative method using measurements at a fixed frequency

In this section, we develop an alternative method to detect the presence of cracks, the difference
with the previous section being that the present approach requires far field data at only one fixed
wavenumber. It is inspired by the Differential Linear Sampling Method introduced in [7] which
allows an observer having data before and after the emergence of a defect to get an idea where the
damage has appeared. Here, instead of comparing far field data before and after the emergence
of a defect, we will compare measured data and artificially computed data. The new proposed
indicator function is expected to be sensitive to the local density of cracks but there is no theoretical
justification for the quantification of this density (no monotonicity property is proved with respect to
the size of the network). However, in addition to be much less costly, numerical simulations suggest
that it may provide better results than the previous algorithm when the network is relatively sparse
(see the numerical section 4.3).

4.1 Approximation of the solution of the far field equation

The proof of Proposition 3.5 guarantees that when k? is not a RTE, for z € Q, the equation
G"p = & admits a unique solution

Y = (Y1,12) with Y1 = 0y(w — P.)]oq and o = =0, P |rnae. (46)
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Here w € HY(Q \ T) is the function such that

Aw+kw = 0 inQ\T
Ofw = 0 onl'nQ (47)
w = @, on 0.

The following theorem shows how one can approximate v, and so d,w on 0f2, by means of the
sequence of minimizers of the functional J7' defined in (30). This is interesting because 0,w|sq
contains information on the cracks located inside §2 that we will exploit in a second step.

Theorem 4.1. Assume that k? is not a RTE nor a Dirichlet eigenvalue of problem (13). Assume
also that Hr : L2(S%1) — H~Y2(T) is injective. Then for all z € Q, there is a unique 1) € Y
such that G™ = ®°. Furthermore the sequence (g2) defined by (32) is such that (H"gZ) converges
strongly to 1 (defined in (46)) in Y.

Proof. The proof of Theorem 3.7 guarantees that the sequence (P(g%?)) remains bounded as n —
+00. And the beginning of the proof of Theorem 3.8 ensures that we can extract a subsequence of
(g97), also denoted (g?), such that (H"g?) converges weakly to some ¢ € Y. Moreover, we also know
that (G"H"g?) converges to ®%° (see again the proof of Theorem 3.8). Thus we have G"¢) = &
and we deduce that 1 is as in (46). We now show the strong convergence of (H"g7}) to ¢ in Y.

Since the operator H” : L2(S%!) — Y has dense range (Proposition 4.5 in Appendix), there is
a sequence (gp), of elements of L2(S?~1) such that (H"g,) converges to ¢ in Y. From estimates
(21) of Lemma 3.6, we deduce that (Haqgy), and (Hrg,), converge respectively to 11 € H~1/2(99Q)
and some 13 € H~'/2(T"). By definition of 57, for all p > 1, we have 5 < J(g,). Taking the limit
p — 400 and using that G"¢ = ®Z°, we obtain

Jr < an(¥1, Toa1)aa + an (s, Trvs)r.

From the definition of ¢ (see (32)), we deduce that

limsup (Hpag?, TonHong: Yoo + (Hrgy, TrHrey)r < (1, Taor)aa + (¥3, Trs)r. (48)

n—-+0o

Thanks to the coercivity properties of Thq, Tr, we can write

¢ ||Han? - ¢1||12{—1/2(39)
< (Hpag? — ¢1, Taa(Hoag? — 11))on (49)
< (Hpag?, TonHaag)oa — (Hoag?, Toa1)oa — (¥1, Ton(Haagh — ¥1))oq,

and similarly,

c ||,Hl—‘g? - 1/}3”12{71/2({‘)
< (Hrg?, TrHrel)r — (HroZ, Trvs)r — (¥3, Tr(Hrg? — ¥3))r-

Adding (49) to (50), one obtains

(50)

¢ (HHan? - w1||12{*1/2(8ﬁ) + ||HFg:’zL - 7,[13”%{,1/2(F))
< (Hpng?, TonHoag?)oa — (HoagZ, Taa1)aa + (HrgZ, T Hrgl)r — (HrgZ, Trs)r
— (1, Toa(Haag? — ¥1))oa — (U3, Tr(Hrg? —¥3))r.

The limsup of the right hand side of the above estimate when n tends to infinity is zero because of
(48) and the weak convergence of (Hpng?) (resp. (Hrg?)) to ¢ (resp. 13). Consequently (Hpng?)
(resp. (Hrg?)) converges strongly to ¥y (resp. t3) in H-1/2(9Q) (resp. H~'/2(T")). From estimate
(21), this implies that (H"g}) converges strongly to ¢ in Y. The uniqueness of the limit and the
fact that the above convergence arguments hold for any subsequence ensure that the convergence
holds for all the sequence. O
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4.2 Comparison of two problems revealing the presence of cracks

For z € Q, we consider the two following boundary value problems

Find w! € HY(Q\T) such that
Awl + k2wl = 0 inQ\T
ofwl = 0 onI'n®

wl = @, on oN.

Find w, € HY(Q) such that
(Z2.) | Aw, +k*w, = 0 inQ (95)
w, = &, on IN

(51)

The theorem 4.1 guarantees that we have access to d,w! on 9 from the knowledge of the far field
data though the location of the cracks is unknown. On the other hand, the term d,w, on 92 can be
computed numerically. The idea of the method below is to compare 9,w. and d,w, to know if there
are some cracks inside Q. Of course if I' N = (), the two problems above are the same. If k? is not
an eigenvalue of the Dirichlet problem (13), then for all z € , the function w, is uniquely defined.
And we have Smw, = Sm ®, in Q. Indeed, ¥, is given by (19) and due to the smoothness of Jy for
d = 2 or the smoothness of z — sin(x)/z for d = 3, we observe that we have 3m ®, € H'(Q). This
is enough to guarantee that Sm @, coincides with Smw, in 2. Moreover we have the following
result.

Lemma 4.2. Assume that k? is not a RTE nor an eigenvalue of the Dirichlet problem (13). Let
w,, w be the solutions of (2,), (L) respectively. If T NQ # (0, then the set

{z€Q|9,(Smwl) =0,(Sm®.) on O}
has empty interior.

Proof. We prove this result by working by contradiction. Assume that there is a non empty open
ball B C Q such that for all z € B, we have 9,(Smwl) = 9,(3m ®,) on Q. In this case, for
all z € B, Smw! and Im ®, have the same Cauchy data on 092. From classical results of unique
continuation, this implies that we must have Smw! = Im @, in Q\ T. Hence for all z € B, we
must have

OE(Sm®,)=00on T NAQ. (52)

We now show that the above result leads to a contradiction. Let 3 € L(T) be a real valued function
which is not identically zero. We define f such that

1) = [ 8@, 0-(@) da. (53)

We observe that f solves the Helmholtz equation in R? \ T and satisfies the Sommerfeld radiation
condition. From (52), we note also that there holds Sm f = 0 in B. Then the unique continuation
principle implies that Sm f vanishes in R%. But a real valued solution of the Helmholtz equation
which satisfies the Sommerfeld radiation condition is necessarily zero. Hence we have f = 0 in
R?. This contradicts the classical jump property of the double layer potential which states that
[0, f] = B on I'. This ends the proof. O

Theorem 4.3. Assume that k? is not a RTE nor an eigenvalue of the Dirichlet problem (13). For
z € Q, let (97)nen be a sequence defined via (32). Then we have

rn=0 < nkr—ir-loo |Hoag? — 0 (ws — ®2)|lg-1/2(90) = 0 for a.e z in Q
& lim [|Sm (HoagZ )lu-1/2(00) = 0 for a.e z in Q.

n——+o0o

where w; s the solution of (Z;) (see (51)).

Proof. Let wl (resp. w,) be the solution of (2L) (resp. (£,)). Note that I' N {2 can be empty or
not. Theorem 4.1 implies that (Hpqg!) converges to 9, (wl — @) in H~1/2(9Q). The result is then
a direct consequence of Lemma 4.2 and of the fact that wl = w, when T'N Q = 0. O
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As in the previous section, we propose to detect the position of the cracks by sweeping the probed
region with a collection of artificial obstacles Q; = B(t, p) (the ball of radius p centered at t). In
light of Theorem 4.3, we define the indicator function

Tt i= [ Hong? = 05 (w. = ©:)lly-r200,) 4= (54)
t

Then for all t € R%, we have

rnQ, =0 & lim J"(t) =0
n——+00
Remark 4.4. According to Theorem 4.3, we can also define the following indicator function which
does not require to compute w,:

)= [ 19m (Hon, g2 -+/2(an = (55)

Since for all z € Q, there holds Sm(Hpag? —0, (w.—®.)) = Sm(Haqgl) on 9Q, from the definitions
of ", J", we observe that we always have J™(t) < J"(t) for t € R®. Therefore a priori J" may
reveal less clearly the presence of the crack than J".

4.3 Numerical results and comparison with the multiple frequencies approach

Similarly to what has been done in the previous section, we generate far field data from a damaged
material (in other words, we work with synthetic data). But this time, we emphasize that we need
data at only one single wavenumber k. The matrices F° and F} are then defined as in §3.4. For
a given t € R%, we compute g? by solving the regularized version of the far field equation (44).
Once again, the parameter n is fit to the noise level according to the Morozov discrepancy principle.
Then we compute Hyg,g? solving the problem (10) using analytical formulas as in (42). Similarly
to what has been done in the previous section, we begin with the neat example of the single crack.
In Figure 9, the crack is recovered with different resolutions using the indicator J™(t). Then we
take advantage of this simple example to highlight the behavior of the indicator J"(t) in Figures

10-11.

Figure 9: Reconstruction of a single crack with the indicator J" from given far field data generated
at wavenumber k = 15. The resolution of the image is set by the radius of the used artificial disks:
p = 0.3 (left), p = 0.1 (middle), p = 0.01 (right). The data is corrupted with 1% of noise.

In Figure 10, we display the plots of the quantities Hyq, g7 and 0, (w, — ®,) for a particular z € Q,
where (); does not intersect the crack. We present the plots of the same quantities when €); intersects
the crack in Figure 11.
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Figure 10: Artificial background €, and crack I (top left). Since €;, does not intersect I', for
any z € (U, the quantities Haq, g7 and 0, (w; — ®;)|aq,, are expected to be close in H=Y2(00,).
The real and imaginary parts of the two latter quantities for a particular z € ), are displayed
respectively on the top right graph and the bottom graph.

—Sm Hpag?
—Sm o, (w. — P

Al

Figure 11: Artificial background €, and the crack I" (top left). Since €2, intersects I', in general for
z € Oy, the quantities Hpgq, g7 and 0, (w, — ®,)|aq,, are expected to be different in H12(09y,).
The real and imaginary parts of the two latter quantities for a particular z € (3, are displayed
respectively on the top right graph and the bottom graph.

)

Since the implementation of the method is quite fast, we have been able to image the damaged
materials considered in Figure 8 with a higher resolution. The results are presented in Figures
12-13 where we also provide the images obtained with the indicator J" defined in (55). In Figure
13, we observe that the indicator J" offers a better contrast than J™. This is in agreement with
Remark 4.4.
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Figure 12: Indicators J" (left) and J" (right) to image a simulated damaged background with 11
vertical cracks of length 0.25 arranged in 4 areas with different damage levels. The radius of the
artificial obstacles is p = 0.1. The data is corrupted with 1% of noise.

Figure 13: Indicators J" (left) and J" (right) to image a simulated damaged background with 40
cracks of different lengths arranged randomly. The radius of the artificial obstacles is p = 0.1. The
data is corrupted with 1% of noise.

Finally in Figure 14, we compare three different indicators, namely Z", J" and the one of the
classical FM on a series of increasingly damaged materials (new born cracks are progressively added).
For these examples, the data used to compute J" and the FM indicator were generated at the same
wavelength A = 0.15. The distance dz between sampling points when computing the FM indicator
is equal to the radius of the artificial obstacles used to construct J": p = dz = 0.01. For Z", we
used data generated for a sample of wavelengths between A, = 0.15 and A = 0.42. For this
indicator, the radius of the artificial obstacles is set to p’ = 0.1. With this setting, we have two
eigenvalues in oy(€2;) (see after (38)). Note that in the representation of Z™, the colormap changes
from one line to another. Figure 14 shows the superiority of the indicator function J™ when the
network is relatively sparse. When the crack network becomes dense, only Z™ provides an indicator
function that shows variations with respect to local densities of cracks.
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Figure 14: From left to right column: exact configuration of the cracks, Z", J™ and FM indicator
functions. From top to bottom rows, additional cracks are added to the crack network. The
synthetic data is corrupted with 1% random noise.
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Appendix
In this appendix, we establish a series of technical results which are used in the proofs above.
Proposition 4.5. The operator H" : L2(S™™1) = Y defined in (17) has dense range.

Proof. Denote by HY2(I' N Q°) the dual space of H~1/2(T' N Q°) that can be defined as the set of
the restrictions to I' N Q¢ of functions in H'/2(dD) that are supported in I' N Q¢ [42]. Consider
(h1, ho) € HY2(0Q) x H/2(T' N Q°) such that

/ h1 0, upds + / ho Oyupds =0 (56)
oN rnQe

for all g € L2(S?1). Here w, is the solution of (10) with u; = v, and the integrals have to be
understood as duality products. Now introduce wj, the unique solution to

Awp +Kk*w, = 0 inR?\ (QUT)
wp, = hy on 90N
[wp] = ha onI'NQC (57)
[Oywp] = 0  onI'NQC

+ Radiation condition

which is in HY(O) for all bounded domain O C R\ (QUT). Setting uj s = up — vy, then we have,
thanks to the radiation condition,

/ wp, Opup s — Opwpup, s ds + [wp] Opup sds = 0. (58)
o0 nQe

Computing the difference (56)-(58) and using that u, = 0 on 99 so that u ; = —v, on I, we get

/ wy, Oyvg — Oywhvg ds + [wp] Oyvgds =0
15)9) nQe

for all g € L2(S?1). Using the definition (5) of v, and inverting the order of integration over
S%1 x 9Q UT show that the far field of wy, vanishes. This implies wy, = 0 in R?\ (QUT) and from
(57), we infer that h; = 0 and hy = 0. This is enough to conclude to the desired density result. [

Proposition 4.6. The operator G" : Y — L2(S®™1) defined in (17) is compact.
Proof. For a given 1) = (¢1,12) € Y, denote w the solution of (16) which is in H}(O \ T) for all
bounded domain © C RY. Its far field pattern w™ admits the representation (see e.g. [28])

w>(bs) = /| wd, (e~ 0Ty — w0 s (x), (59)
z|=R

where R is such that T € B(O, R). On the other hand, classical results of interior regularity and
the well-posedness of (16) guarantee that for all bounded domain O which does not meet 9Q UT,
we have

[wlaso) < C ¢y (60)
Using (60) in (59) allows one to conclude that the operator G” : 1 — w™ is compact from Y to
L2(S9-1). O

Proposition 4.7. Assume that k? is not a Relative Non Scattering Eigenvalue. Then the operator
Fr:12(S%1) — L2(S™1) defined in (11) has dense range.
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Proof. We show that the assumption on k% implies that (F™)* is injective. First of all, the farfield
patterns of problems (2) and (10) satisfy the reciprocity relation (see e.g. [22])

ug (6s,6;) = us(—0;, —0s) and ups(0s, 0i) = up(—0i, —0s). (61)
As a consequence, this is also true for w™ :=ug® — u;%,. By definition of F", we have that
(Fr)0) = [ 0™ (0.,009(6) ds(6).
Now let h € L2(S"!) be such that (F")*h = 0. Then we have
/S W@ dh(d)ds(@) =0,  Vde S

The reciprocity relation implies

/d WX (=d, ~2)h(2)ds(2) =0,  Vde sd-1
Sd—
and the change of variables 0, = —d, 0; = —Z leads to
/d w0, 0)h(~0) ds(6;) =0, VB, € ST,
Sd—

Since F" is injective because of the assumption on k2, we conclude that h = 0 as desired. O
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