
Poroelastic near-field inverse scattering

Fatemeh Pourahmadian1,2∗, Kevish Napal1

1 Department of Civil, Environmental & Architectural Engineering, University of Colorado Boulder, USA

2 Department of Applied Mathematics, University of Colorado Boulder, USA

Abstract

A multiphysics data analytic platform is established for imaging poroelastic interfaces of finite permeability

(e.g., hydraulic fractures) from elastic waveforms and/or acoustic pore pressure measurements. This is accom-

plished through recent advances in design of non-iterative sampling methods to inverse scattering. The direct

problem is formulated via the Biot equations in the frequency domain where a network of discontinuities is

illuminated by a set of total body forces and fluid volumetric sources, while monitoring the induced (acoustic

and elastic) scattered waves in an arbitrary near-field configuration. A thin-layer approximation is deployed to

capture the rough and multiphase nature of interfaces whose spatially varying hydro-mechanical properties are

a priori unknown. In this setting, the well-posedness analysis of the forward problem yields the admissibility

conditions for the contact parameters. In light of which, the poroelastic scattering operator and its first and

second factorizations are introduced and their mathematical properties are carefully examined. It is shown

that the non-selfadjoint nature of the Biot system leads to an intrinsically asymmetric factorization of the

scattering operator which may be symmetrized at certain limits. These results furnish a robust framework

for systematic design of regularized and convex cost functionals whose minimizers underpin the multiphysics

imaging indicators. The proposed solution is synthetically implemented with application to spatiotemporal

reconstruction of hydraulic fracture networks via deep-well measurements.

Keywords: poroelastic waves, waveform tomography, hydraulic fractures, multiphysics sensing

1. Introduction

Coupled physics processes driven by engineered stimulation of the subsurface underlie many emerging

technologies germane to advanced energy infrastructure such as unconventional hydrocarbon and geothermal

reservoirs [1, 2]. Optimal design and closed-loop control of such systems require real-time feedback on the

nature of progressive variations in a target region [3, 4]. 3D in-situ tracking of multiphasic developments

however is exceptionally challenging [5, 6]. Engineered treatments (such as fluid or gas injection) often occur

in a complex background whose structure and hydro-mechanical properties are uncertain [7, 8]. Nevertheless,

state-of-the-art solutions to in-situ characterization mostly rely on elastic waves [9, 10, 11, 4]. In particular,

micro-seismic waves generated during shear propagation of fractures are commonly used to monitor evolving

discontinuities in rock [12, 13]. Such passive schemes are nonetheless agnostic to aseismic evolution [14], and

involve significant assumptions on the nature of wave motion in the subsurface which may lead to critical

errors [15, 16, 17]. On the other hand, existing approaches to full waveform inversion [18, 19, 11], while

offering more comprehensive solutions, are by and large computationally expensive and thus inapplicable for
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real-time sensing. Therefore, there exists a critical need for the next generation of imaging technologies that

transcend some of these limitations.

In this vein, recent advances in rigorous design of sampling-based waveform tomography solutions [20, 21,

22, 23, 24] seem particularly relevant owing to their robustness and newfound capabilities pertinent to imaging

in complex and unknown domains [21, 23, 25, 26]. So far, these developments mostly reside in the context

of self-adjoint and energy preserving systems such as Helmholtz and Navier equations. Wave attenuation,

however, is a defining feature of the fractured rock systems with crucial impact on subsurface exploration [27,

28, 29]. In this context, a systematic analysis of sound absorption – e.g., due to the fluid-solid interaction, and

its implications on sampling-based data inversion is still lacking. This, in part, may be due to the sparse and

single-physics nature of traditional data. Fast-paced progress in sensing instruments such as fiber optic (FBG)

sensors – capturing high-resolution multiple physical measurements in time-space [12, 30], may bridge this gap

and enable a holistic approach to subsurface characterization. This invites new data analytic tools capable of

(a) expedited processing of large datasets, and (b) simultaneous inversion of multiphysics observations. The

latter may particularly assist a high-fidelity reconstruction of the sought-for subterranean events.

In this paper, the theoretical foundation of poroelastic inverse scattering is established with application

to spatiotemporal tracking of hydraulic fracture networks in unconventional energy systems. This method

is nested within the framework of active sensing where the process zone is sequentially illuminated (during

stimulation) via deep-well excitations prompting poroelastic scattering whose signature is recorded in the form

of seismic and pore pressure waveforms. Thus-obtained multiphase sensory data are deployed for geometric

reconstruction of treatment-induced evolution in the target region. Rooted in rigorous foundations of the

inverse scattering theory [24], the proposed imaging solution carries a high spatial resolution with carefully

controlled sensitivity to noise and illumination frequency.

The forward problem is posed in a suitable dimensional platform catering for simultaneous elastic and

acoustic data inversion. A system of arbitrary-shaped hydraulic fractures with non-trivial (i.e., heterogeneous,

dissipative, and finitely permeable) interfaces is illuminated by a plausible combination of total body forces and

fluid volumetric sources in a medium governed by the coupled Biot equations [31, 32]. Thus-induced multiphase

scattered fields are used to define the poroelastic scattering operator mapping the source densities to near-field

measurements. In this setting, the reconstruction scheme is based on (i) a custom factorization of the near-field

operator, and (b) a sequence of approximate solutions to the scattering equation, seeking (fluid and total-force)

source densities whose affiliated waveform pattern matches that of a designated poroelastodynamics solution

emanating from a sampling point. The latter is obtained via a sequence of carefully constructed cost functionals

whose minimizers can be computed without iterations. Such minimizing solutions are then used to construct a

robust multiphysics imaging indicator whose performance is examined through a set of numerical experiments.

In what follows, Section 2 introduces the direct scattering problem and the necessary tools for the inverse

analysis. In particular, Section 2.4 investigates the well-posedness of the forward problem which leads to

finding the admissibility conditions for the interfacial contact parameters including the elastic stiffness matrix

and the permeability, effective stress and Skempton coefficients. This criteria plays a key role later in Section 3

where the essential properties of the poroelastic scattering operator and its components, in the first and second

factorizations, are established. Section 4 presents the regularized cost functionals for solving the scattering

equations, main theorems, and imaging functionals. Section 5 illustrates a set of numerical experiments

implementing the reconstruction of (stationary and evolving) hydraulic fracture networks via the near-field

measurements by way of the proposed imaging indicators.
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Figure 1: Near-field illumination of a fracture network in the stimulation zone B′ ⊂ Ω featuring disjoint multiphasic
discontinuities Γ′ characterized by heterogeneous elasticity K′(ξ′) and permeability κ′f(ξ′). Poroelastic incidents are
induced via total body forces and fluid volumetric sources of respective densities g′s(ξ

′, ω′) and g′f (ξ′, ω′) on a designated
grid ξ′ ∈ G at frequency ω′, which give rise to the scattered fields captured on G in the form of pore pressure p′ and
solid displacements u′.

2. Problem statement

Consider the ball B′ of radius R> 0, centered at the origin in the subsurface Ω ⊂ R3, encompassing the

stimulation zone and sensing grid G as illustrated in Fig. 1. Let R be sufficiently large so that the probing

waves may be assumed negligible in Ω \B′ due to poroelastic attenuation. It is also assumed that B′ does

not meet ∂Ω, which in hydraulic fracturing is a reasonable premise, in particular, since a treatment region is

typically four to ten kilometers below the surface while R = O(102)m [33]. The domain B′ ⊂ Ω is described by

drained Lamé coefficients λ′ and µ′, Biot modulus M ′, total density ρ′, fluid density ρ′f , apparent mass density

ρ′a, permeability coefficient κ′, porosity φ, and Biot effective stress coefficient α. A system of pre-existing and

stimulation-induced fractures and flow networks Γ′ is embedded in B′ whose rough and multiphasic interfaces

are characterized by a set of heterogeneous parameters, namely: the stiffness matrix K ′(ξ′), permeability

coefficient κ′f(ξ
′), effective stress coefficient αf(ξ

′), Skempton coefficient βf(ξ
′), and fluid pressure dissipation

factor Π(ξ′) on ξ′ ∈ Γ′. The domain is excited by time harmonic total body forces of density g′s(ξ
′, ω′) and

fluid volumetric sources of density g′f (ξ′, ω′) on ξ′ ∈ G at frequency ω′. This gives rise to poroelastic scattering

observed on the sensing grid G in terms of solid displacements u′(ξ′, ω′) and pore pressure p′(ξ′, ω′).

2.1. Dimensional platform

To enable multiphasic data inversion, the reference scales

µr = λ′, ρr = ρ′, `r = 2π

√
µ′

(1− φ)ρ′sω
′2
, (1)

are respectively defined for stress, mass density, and length. Here, ρ′s denotes the solid-phase density. Note

that `r represents the drained shear wavelength. In this setting, all physical quantities are rendered dimen-

sionless [34] as follows

(ξ′, ω′) → (ξ, ω) :=
( 1

`r
ξ′,

√
ρr
µr
`rω
′),
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B′(λ′, µ′,M ′, ρ′, ρ′f , ρ
′
a, κ
′, φ, α) →

B(λ, µ,M, ρ, ρf , ρa, κ, φ, α) := B(
λ′

µr
,
µ′

µr
,
M ′

µr
,
ρ′

ρr
,
ρ′f
ρr
,
ρ′a
ρr
,

√
µrρr

`r
κ′, φ, α),

Γ′(K ′,κ′f , αf, βf,Π) → Γ(K,κf, αf, βf,Π) := Γ(
`r
µr
K ′,
√
µrρrκ′f , αf, βf,Π),

(g′s, g
′
f ) → (gs, gf ) :=

( `r
µr
g′s, g

′
f

)
,

(u′, p′) → (u, p) :=
(u′
`r
,
p′

µr

)
.

(2)

2.2. Field equations

The incident field (uι, pι) ∈ H1
loc(R3\G )3 ×H1

loc(R3\G ) generated by (gs, gf ) ∈ L2(G )3 × L2(G ) in the

background is governed by

∇ · (C :∇uι)(ξ) − (α− ρf
γ

)∇pι(ξ) + ω2(ρ−
ρ2
f

γ
)uι(ξ) = −

∫
G

δ(y − ξ)gs(y)dy, ξ ∈ R3\G ,

1

γω2
∇2pι(ξ) + M−1pι(ξ) + (α− ρf

γ
)∇ ·uι(ξ) = −

∫
G

δ(y − ξ)gf (y)dy, ξ ∈ R3\G ,
(3)

where C = λI2⊗ I2 + 2µI4 is the fourth-order drained elasticity tensor with Im (m = 2, 4) denoting the

mth-order symmetric identity tensor, and

γ =
ρa
φ2

+
ρf
φ

+
i

ωκ
. (4)

The interaction of (uι, pι) with Γ gives rise to the scattered field (u, p) ∈ H1
loc(R3\Γ)3×H1

loc(R3\Γ) solving

∇ · (C :∇u) − (α− ρf
γ

)∇p + ω2(ρ−
ρ2
f

γ
)u = 0 in R3\Γ,

1

γω2
∇2p + M−1p + (α− ρf

γ
)∇ ·u = 0 in R3\Γ,

t + α̃f〈〈p〉〉n = KJuK − tι − α̃f p
ιn on Γ,

〈〈p〉〉 + βf t·n = −knβf

Παf

JqK − pι − βf t
ι ·n on Γ,

〈〈q〉〉 =
κf

iωΠ
JpK − qι, JtK = 0 on Γ,

(5)

where (t, q) ∈ H−1/2(Γ)3×H−1/2(Γ) and (tι, qι) ∈ H−1/2(Γ)3×H−1/2(Γ) are defined by

[t, q](u, p) :=
[
n ·C :∇u− αpn, 1

γω2
(∇p·n− ρfω2u·n)

]
on Γ,

[tι, qι](uι, pι) :=
[
n ·C :∇uι − αpιn, 1

γω2
(∇pι·n− ρfω2uι·n)

]
on Γ;

(6)

the unit normal n = n− on Γ is explicitly identified in Section 2.3;

α̃f :=
αfΠ

1− αfβf(1−Π)
;
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(
JuK, JpK, JqK

)
=
(
u+− u−, p+− p−, q+− q−

)
signifies the jump in (u, p, q) across Γ, while

(
〈〈u〉〉, 〈〈p〉〉, 〈〈q〉〉

)
=

1

2

(
u++ u−, p++ p−, q++ q−

)
is the respective mean fields on Γ ; K = K(ξ), according to [35], is a symmetric and possibly complex-valued

matrix of specific stiffnesses which in the fracture’s local coordinates (e1, e2,n)(ξ) may be described as the

following

K := kte1⊗e1 + kte2⊗e2 +
α̃fkn
αfΠ

n⊗n on Γ, (7)

wherein kt(ξ) and kn(ξ) are known respectively as the tangential and normal drained elastic stiffnesses. It

should be mentioned that the contact condition across Γ makes use of the generalized Schoenberg’s model for

a poroelatic interface of finite permeability [35].

Remark 2.1. The contact law at high-permeability interfaces [35] is reduced to the following form

t + αf pn = K∞JuK − tι − αf p
ιn on Γ,

p + βf t·n = −kn
βf

αf

JqK − pι − βf t
ι ·n on Γ,

JpK = 0, JtK = 0 on Γ.

where K∞ := kte1⊗e1 + kte2⊗e2 + knn⊗n on Γ.

The formulation of the direct scattering problems may now be completed by requiring that (u, p) and

(uι, pι) satisfy the radiation condition as |ξ| → ∞ [36]. On uniquely decomposing the incident and scattered

fields into two irrotational parts (p1, p2) and a solenoidal part (s) as

(uι, pι) = (uιp1
, pιp1

) + (uιp2
, pιp2

) + (uιs, p
ι
s), (u, p) = (up1

, pp1
) + (up2

, pp2
) + (us, ps), (8)

the radiation condition can be stated as

∂uς
∂r
− ikςuς = o

(
r−1e−aςr

)
as r := |ξ| → ∞, aς := I(kς), ς = p1,p2, s, u = uι,u,

∂pς
∂r
− ikςpς = o

(
r−1e−aςr

)
as r →∞, ς = p1,p2, p = pι, p,

(9)

uniformly with respect to ξ̂ := ξ/r where kς , ς = p1,p2, s, is the complex-valued wavenumber associated with

the slow and fast p-waves and the transverse s-wave [37].

2.3. Function spaces

For clarity of discussion, it should be mentioned that the support of Γ may be decomposed into N smooth

open subsets Γn⊂ Γ, n = 1, . . . N , such that Γ=
⋃N
n=1Γn. The support of Γn may be arbitrarily extended to

a closed Lipschitz surface ∂Dn of a bounded simply connected domain Dn. In this setting, the unit normal

vector n to Γn coincides with the outward normal vector to ∂Dn. Let D =
⋃N
n=1Dn be a multiply connected

Lipschitz domain of bounded support such that Γ ⊂ ∂D, then Γ is assumed to be an open set relative to ∂D

with a positive surface measure, and the closure of Γ is denoted by Γ:= Γ ∪ ∂Γ. Following [38], we define

H±
1
2 (Γ) :=

{
f
∣∣
Γ
: f ∈ H± 1

2 (∂D)
}
,

H̃±
1
2 (Γ) :=

{
f ∈ H± 1

2 (∂D) : supp(f) ⊂ Γ
}
,

(10)

5



and recall that H−1/2(Γ) and H̃−1/2(Γ) are respectively the dual spaces of H̃1/2(Γ) and H1/2(Γ). Accordingly,

the following embeddings hold

H̃
1
2 (Γ) ⊂ H

1
2 (Γ) ⊂ L2(Γ) ⊂ H̃−

1
2 (Γ) ⊂ H−

1
2 (Γ). (11)

Note that since (u, p) ∈ H1
loc(R3\Γ)3×H1

loc(R3\Γ), then by trace theorems (JuK, JpK) ∈ H̃1/2(Γ)3×H̃1/2(Γ),

(t, q) ∈ H−1/2(Γ)3×H−1/2(Γ), and JqK ∈ H̃−1/2(Γ).

Remark 2.2 (Wellposedness of the forward scattering problem). In light of (5), let us define the interface

operator P : H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ)→ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ) such that

P(JuK, JpK,−JqK) := (t+ tι, 〈〈q〉〉+ qι, 〈〈p〉〉+ pι) on Γ. (12)

Then, (5)-(9) is wellposed provided that P is bounded and

= 〈Pϕ,ϕ〉Γ 6 0, ∀ϕ ∈ H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ) : ϕ 6= 0, (13)

given the duality product

〈·, ·〉Γ =
〈
H−

1
2 (Γ)3×H− 1

2 (Γ)×H 1
2 (Γ), H̃

1
2 (Γ)3× H̃ 1

2 (Γ)× H̃− 1
2 (Γ)

〉
.

Detailed analysis is included in Appendix B.

2.4. Poroelastic scattering

In this section, the poroelastic scattering operator is introduced and its first and second factorizations are

formulated. In what follows, the Einstein’s summation convention applies over the repeated indexes.

2.4.1. Incident wave function

Observe that for a given density L2(G )3 × L2(G ) 3 g := (gs, gf ), the poroelastic incident field (uι, pι) ∈
H1

loc(R3 \G )3 ×H1
loc(R3 \G ) solving (3) may be recast in the integral form[

uιi
pι

]
(ξ) =

∫
G

[
Us
ij uf

i

ps
j pf

]
(y, ξ) ·

[
gjs
gf

]
(y)dy, ξ ∈ R3 \G , i, j = 1, 2, 3, (14)

whose kernel is the poroelastodynamics fundamental solution tensor provided in Appendix A. Here, Us
ij(y, ξ)

(i, j = 1, 2, 3) signifies the ith component of the solid displacement at ξ due to a unit total body force applied

at y along the coordinate direction j, while ps
j is the associated pore pressure. Likewise, uf

i(y, ξ) (i = 1, 2, 3)

stands for the solid displacement at ξ in the ith direction due to a unit fluid source i.e., volumetric injection

at y, and pf is the induced pore pressure.

2.4.2. Poroelastic scattered field

By way of the reciprocal theorem of poroelastodynamics [39, 40], one may show that the following integral

representation holds for the scattered field (u, p) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) satisfying (5)-(9),

[
ui
p

]
(ξ) =

∫
Γ

[
Ts
ij qs

i ps
i

tfj qf pf

]
(y, ξ) ·

JujK
JpK
-JqK

(y)dSy, ξ ∈ R3 \Γ, i, j = 1, 2, 3, (15)
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whose kernel is derived from the fundamental solution tensor and provided in Appendix A. More specifi-

cally, Ts and tf indicate the fundamental tractions on Γ; qs and qf signify the associated relative fluid-solid

displacements across Γ; ps and pf are the fundamental pore pressure solutions.

2.4.3. Poroelastic scattering operator

The linearity of (5) implies that the scattered wave function may be expressed as a linear integral operator.

To observe this, let R4 3 d := (ds, dp) be a constant vector characterizing an incident point source wherein

ds indicates the amplitude and direction of the total body force, while dp represents the magnitude of fluid

volumetric source both applied at y ∈ G . The resulting scattered field is observed in terms of seismic

displacements ud and pore pressure pd at ξ ∈ G . Now, let us define the scattering kernel S(y, ξ) ∈ C4×4 so

that

S(y, ξ)·d := (ud, pd)(ξ), y, ξ ∈ G . (16)

Then, given g ∈ L2(G )3 × L2(G ), one may easily verify that

(u, p)(ξ) =

∫
G

S(y, ξ)·g(y) dSy, y, ξ ∈ G , (17)

where (u, p) ∈ L2(G )3 × L2(G ) satisfies (5)-(9).

Accordingly, one may define the poroelastic scattering operator Λ : L2(G )3 × L2(G )→ L2(G )3 × L2(G ) by

Λ(g) = (u, p)|G . (18)

2.4.4. Factorization of Λ

With reference to (3) and (6), let us define the operator S : L2(G )3 × L2(G )→ H−1/2(Γ)3 ×H−1/2(Γ)×
H1/2(Γ) given by

S (g) := (tι, qι, pι) on Γ, (19)

where tι specifies the incident field traction, qι is the specific relative fluid-solid displacement across Γ, and pι

is the incident pore pressure on Γ. Next, define P : H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) → L2(G )3 × L2(G ) as

the map taking the incident traction, relative flow and pressure (tι, qι, pι) over Γ to the multiphase scattered

data (u, p) ∈ L2(G )3 × L2(G ) satisfying (5)-(9). Then, the scattering operator (18) may be factorized as

Λ = PS . (20)

Lemma 2.1. The adjoint operator S ∗ : H̃1/2(Γ)3× H̃1/2(Γ)× H̃−1/2(Γ)→ L2(G )3×L2(G ) takes the form

S ∗(a) := (ua, pa)(ξ), ξ ∈ G , (21)

where (ua, pa) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) solves

∇ · (C :∇ua) − (α− ρf
γ̄

)∇pa + ω2(ρ−
ρ2
f

γ̄
)ua = 0 in R3 \Γ,

1

γ̄ω2
∇2pa + M−1pa + (α− ρf

γ̄
)∇ ·ua = 0 in R3 \Γ,

(JuaK, JpaK,−JqaK) = a, JtaK = 0 on Γ.

(22)
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Here, the ‘bar’ indicates complex conjugate, and

[ta, qa](ua, pa) :=
[
n ·C :∇ua − αpan,

1

γ̄ω2
(∇pa ·n− ρfω2ua ·n)

]
on Γ.

Note that (ua, pa) satisfy the radiation condition as |ξ| → ∞, similar to the complex conjugate of (9).

Proof. see Appendix C. �

On the basis of (15) and (21), the operator P can be further decomposed as P = S̄ ∗T where the middle

operator T : H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ)→ H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ)3 is given by

T (tι, qι, pι) :=
(
JuK, JpK,−Jq K

)
on Γ, (23)

such that (u, p) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) satisfies (15) and q is computed from (6). Thanks to this new

decomposition of P, a second factorization of Λ: L2(G )3 × L2(G )→ L2(G )3 × L2(G ) is obtained as

Λ = S̄ ∗T S . (24)

It is worth noting that the asymmetry of the second factorization (24) stems from the non-selfadjoint

nature of the Biot system which is evident from (22).

3. Key properties of the poroelastodynamic operators

Lemma 3.1. Operator S ∗ : H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ) → L2(G )3 ×L2(G ) in Lemma 2.1 is compact,

injective, and has a dense range.

Proof. See Appendix D. �

Lemma 3.2. Operator T : H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ)→ H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ)3 in (23) is

bounded and satisfies

= 〈ψ, Tψ〉Γ < 0, ∀ψ ∈ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ) : ψ 6= 0. (25)

Proof. See Appendix E. �

Lemma 3.3. Operator T : H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ)→ H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ)3: (i) has a

bounded (and thus continuous) inverse, and (ii) is coercive, i.e., there exists constant c>0 independent of ψ

such that

|〈ψ, T (ψ)〉| > c ‖ψ‖2H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ), ∀ψ ∈ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ). (26)

Proof. See Appendix F. �

Lemma 3.4. Operator P = S̄ ∗T : H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ) → L2(G )3 × L2(G ) is compact over

H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ).

Proof. The claim follows immediately from Lemmas 3.1 and 3.2 establishing, respectively, the compactness of

S ∗ and the boundedness of T . �
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Lemma 3.5. The poroelastic scattering operator Λ : L2(G )3×L2(G )→ L2(G )3×L2(G ) is injective, compact

and has a dense range.

Proof. See Appendix G. �

4. Inverse poroelastic scattering

This section presents an adaptation of the key results from sampling approaches to inverse scattering for

the problem of poroelastic-wave imaging of finitely permeable interfaces. The fundamental idea stems from

the nature of solution g = (gs, gf ) ∈ L2(G )3 × L2(G ) to the poroelastic scattering equation

Λg = ΦL, Λ = PS = S̄ ∗T S , (27)

where ΦL is the near-field pattern of a trial poroelastodynamic field specified by Definition 1.

Definition 1. With reference to (15), for every admissible density a∈H̃1/2(L)3×H̃1/2(L)×H̃−1/2(L) specified

over a smooth, non-intersecting trial interface L ⊂B ⊂ R3, the induced near-field pattern ΦL : H̃1/2(L)3 ×
H̃1/2(L)× H̃−1/2(L)→ L2(G )3 × L2(G ) is given by

ΦL(a)(ξ) := (uL, pL)(ξ) =

∫
L

Σ(y, ξ)·a(y) dSy, Σ =

[
Ts qs ps

tf qf pf

]
, ξ ∈ G . (28)

Remark 4.1. In light of (27), one may interpret the philosophy of sampling-based waveform tomography as

the following. Let L⊂B (containing the origin) denote a poroelastic discontinuity whose characteristic size is

small relative to the length scales describing the forward scattering problem, and let L = z+ RL where z∈ B

and R∈U(3) is a unitary rotation matrix. Given a density a∈ H̃1/2(L)3 × H̃1/2(L)× H̃−1/2(L), solving the

scattering equation (27) over a grid of trial pairs (z,R) sampling B×U(3) is simply an effort to probe the range

of operator Λ (or that of S̄ ∗), through synthetic reshaping of the illuminating wavefront, for fingerprints in

terms of ΦL. As shown by Theorems 4.2, such fingerprint is found in the data if and only if L ⊂ Γ. Otherwise,

the norm of any approximate solution to (27) can be made arbitrarily large, which provides a criterion for

reconstructing Γ.

Theorem 4.1. Under the assumptions of Remark 2.2 for the wellposedness of the forward scattering problem,

for every smooth and non-intersecting trial dislocation L ⊂B ⊂ R3 and density profile a(ξ) ∈ H̃1/2(L)3 ×
H̃1/2(L)× H̃−1/2(L), one has

ΦL ∈ Range(S̄ ∗) ⇐⇒ L ⊂ Γ.

Proof. The argument directly follows that of [41, Theorem 6.1]. �

On the basis of Theorem 4.1, one arrives at the following statement which inspires the sampling-based

poroelastic imaging indicators.

Theorem 4.2. Under the assumptions of Theorem 4.1,

• If L ⊂ Γ, there exists a density vector gLε ∈ L2(G )3×L2(G ) such that ‖ΛgLε −ΦL‖L2(G )3×L2(G ) 6 ε and

lim sup
ε→0

‖S gLε ‖H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) <∞.
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• If L 6⊂ Γ, then ∀gLε ∈ L2(G )3×L2(G ) such that ‖ΛgLε −ΦL‖L2(G )3×L2(G )6 ε, one has

lim
ε→0
‖S gLε ‖H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) =∞.

Proof. The argument directly follows that of [41, Theorem 6.2]. �

4.1. The multiphysics L indicator

Theorem 4.2 poses two challenges in that: (i) the featured indicator ‖S gLε ‖H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ)

inherently depends on the unknown support Γ of hidden scatterers, and (ii) construction of the wavefront

density gLε ∈ L2(G )3×L2(G ) is implicit in the theorem [20, 26]. These are conventionally addressed by

replacing ‖S gLε ‖H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) with ‖ gLε ‖L2(G )3×L2(G ) which in turn is computed by way of

Tikhonov regularization [42] as follows.

First, note that when the measurements are contaminated by noise (e.g., sensing errors and fluctuations

in the medium properties), one has to deal with the noisy operator Λδ satisfying

‖Λδ − Λ‖ 6 δ, (29)

where δ>0 is a measure of perturbation in data independent of Λ. Assuming that Λδ is compact, the Tikhonov-

regularized solution gη to (27) is obtained by non-iteratively minimizing the cost functional Jη(ΦL; ·) : L2(G )3×
L2(G )→ R defined by

Jη(ΦL; g) := ‖Λδ g − ΦL ‖2L2 + η‖g‖2L2 , g ∈ L2(G )3×L2(G ), (30)

where the regularization parameter η = η(δ, L) is obtained by way of the Morozov discrepancy principle [42].

On the basis of (30), the well-known linear sampling indicator L is constructed as

L :=
1

‖gη‖L2

, gη := min
g∈L2(G )3×L2(G )

Jη(ΦL; g). (31)

By design, L achieves its highest values at the loci of hidden scatterers Γ. More specifically, the behavior

of L within B may be characterized as the following,

if L ⊂ Γ ⇐⇒ lim inf
η→0

L(gη) > 0,

if L ⊂ B \Γ ⇐⇒ lim
η→0

L(gη) = 0.
(32)

4.2. The modified G indicator

In cases where the illumination frequency and/or the background’s permeability is sufficiently large so

that =γ → 0 according to (4), one may deduce from (22)-(24) that the second factorization of the poroelastic

scattering operator is symmetrized as follows,

Λ = S ∗T S . (33)

In this setting, one may deploy the more rigorous G indicator [41] to dispense with the approximations

underlying the L imaging functional. This results in a more robust reconstruction especially with noisy

data [26]. The G indicator takes advantage of the positive and self-adjoint operator Λ] : L2(G )3 × L2(G ) →
L2(G )3 × L2(G ) defined on the basis of the scattering operator Λ by

Λ] :=
1

2

∣∣Λ + Λ∗
∣∣ +

∣∣ 1

2i
(Λ− Λ∗)

∣∣, (34)
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with the affiliated factorization [43]

Λ] = S ∗T]S , (35)

where in light of Lemma 3.3, the middle operator T] is coercive with reference to [41, Lemma 5.7] i.e., there

exists a constant c > 0 independent of ψ = S g such that ∀ψ ∈ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ),

(g, Λ] g)L2(G )3×L2(G ) =
〈
ψ, T]ψ

〉
Γ
> c ‖ψ‖2H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) . (36)

Thanks to (36), the term ‖S gε ‖2H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ)
in Theorem 4.2 may be safely replaced by

(gε, Λ] gε)L2(G )3×L2(G ) which is computable without prior knowledge of Γ.

In presence of noise, the perturbed operator Λδ
] is deployed satisfying

‖Λδ
] − Λ]‖ 6 δ, (37)

which is assumed to be compact similar to Λδ in (29). Then, the regularized cost functional Jα,δ(ΦL; ·) : L2(G )3×
L2(G )→ R is constructed according to [23, Theorems 4.3],

Jα,δ(ΦL; g) := ‖Λδg − ΦL‖2L2 + α(g, Λδ
] g)L2 + αδ‖g‖2L2 , g ∈ L2(G )3 × L2(G ). (38)

Here, α > 0 represents the regularization parameter specified in terms of η from (30) as

α(δ, L) :=
η(δ, L)

‖Λ‖L2 + δ
. (39)

In addition, δ > 0 signifies both a measure of perturbation in data and a regularization parameter that,

along with α, is designed to create a robust imaging indicator as per Theorems 4.3. It should be mentioned

that Jα,δ is convex and that its minimizer gα,δ ∈ L2(G )3 × L2(G ) solves the linear system

Λδ∗(Λδgα,δ − ΦL) + α
(

(Λδ
])

1
2∗(Λδ

])
1
2 gα,δ + δ gα,δ

)
= 0, (40)

which can be computed without iterations [23]. Within this framework, the following theorem rigorously

establishes the relation between the range of operator S̄ ∗ and the norm of penalty term in (38).

Theorem 4.3. Under the assumptions of Theorem 4.1 and additional hypothesis that Λδ and Λδ
] are compact,

ΦL ∈ Range(S̄ ∗) ⇐⇒
{

lim sup
α→0

lim sup
δ→0

(
|(gα,δ,Λδ

] gα,δ)| + δ‖gα,δ‖2
)
< ∞

⇐⇒ lim inf
α→0

lim inf
δ→0

(
|(gα,δ,Λδ

] gα,δ)| + δ‖gα,δ‖2
)
< ∞

}
,

where gα,δ is a minimizer of the perturbed cost functional (38) in the sense of [23, Lemma 6.8].

In this setting, the imaging indicator G takes the form

G =
1√

‖(Λδ
])

1
2 gα,δ‖2 + δ ‖gα,δ‖2

, (41)

with similar characteristics to L as in (32) yet more robustness against noise [26].

Remark 4.2. It is worth noting that the sampling-based characterization of Γ from near-field data is deeply

rooted in geometrical considerations, so that the fracture indicator functionals (31) and (41) may exhibit only
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a minor dependence on the complex contact condition – described according to (5) by the heterogeneous distri-

bution of: the stiffness matrix K(ξ), permeability coefficient κf(ξ), effective stress coefficient αf(ξ), Skempton

coefficient βf(ξ), and fluid pressure dissipation factor Π(ξ) on ξ ∈ Γ. This attribute may be traced back to

Remark 4.1 where the opening displacement profile a∈H̃1/2(L)3× H̃1/2(L)× H̃−1/2(L) – which is intimately

related to the interface law, is deemed arbitrary (within the constraints of admissibility). This quality makes the

proposed imaging paradigm particularly attractive in situations where the interfacial parameters are unknown

a priori, which opens possibilities for the sequential geometrical reconstruction and interfacial characterization

of such anomalies e.g., see [44, 45].

Remark 4.3. It should be mentioned that there are recent efforts to systematically adapt the G indicator for

application to asymmetric scattering operators [21]. These developments, however, do not lend themselves to

poroelastic inverse scattering due to the non-selfadjoint nature of Λ. A fundamental treatment of the poroelastic

G indicator in the general case where γ ∈ C could be an interesting subject for a future study.

5. Computational treatment and results

This section examines the performance of multiphasic indicators (31) and (41) through a set of numer-

ical experiments. In what follows, the synthetic data are generated within the FreeFem++ computational

platform [46].

5.1. Testing configuration

Two test setups shown in Figs. 2 and 3 are considered where the background is a poroelastic slab P of

dimensions 22.3 × 22.3 endowed with (evolving and stationary) hydraulic fracture networks. Following [47,

48], the properties of Pecos sandstone are used to characterize P . On setting the reference scales µr =

5.85 GPA, ρr = 103 kg/m3, and `r = 0.14m for stress, mass density, and length, respectively, the non-

dimensionalized quantities of Table 1 are obtained and used for simulations. Accordingly, the complex-valued

wave speeds [16] affiliated with the modal decomposition in (8) read cs = 0.66+8.8×10−6i, cp1
= 1.26+3×10−7i,

and cp2
= 5.8×10−3 + 5.8×10−3i. The boundary condition on ∂P is such that the total traction and pore

pressure vanish for both incident and scattered fields i.e., (n ·C :∇uι, pι) = (n ·C :∇u, p) = 0. In Setup I,

a hydraulic fracture network Γ1 − Γ9 is induced in four steps as shown in Fig. 2. A detailed description of

scatterers including the center (xc, yc), length `, and orientation φ of each crack Γκ, κ = {1, 2, ..., 9} is provided

in Table 2. All fractures in this configuration are highly permeable as per Remark 8 and characterized by the

interfacial stiffness K(ξ) = 0, effective stress coefficient αf (ξ) = 0.85, and Skempton coefficient βf (ξ) = 0.3 on

ξ ∈
9⋃

κ=1
Γκ. The latter quantities are taken from [35]. Note that in Setup I, the excitation and sensing grid G

straddles two (vertical) monitoring wells and the horizontal section of the injection well. Depicted in Figs. 3

and 4, Setup II features hydraulic fractures Γ10 − Γ15 of distinct length scales as described in Table 3.

The discontinuity interfaces in this configuration are modeled as thin poroelastic inclusions characterized by

λf = 0.1, µf = 0.2, Mf = 0.33, κf = 5 × 10−7, and φf = 0.35, while the remaining material parameters

are similar to their counterparts in the background as reported in Table 1. In Setup II, the excitation and

measurements are solely conducted in the treatment well shown in Fig. 3.

5.2. Forward scattering simulations

Every sensing step entails in-plane harmonic excitation via total body forces gs and fluid volumetric sources

gf at a set of points on G . The excitation frequency ω = 3.91 is set such that the induced shear wavelength
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Table 1: Poroelastic properties of the background.

property value dimensionless value

first Lamé parameter (drained) λ′ = 2.74 GPA λ = 0.47
drained shear modulus µ′ = 5.85 GPA µ = 1
Biot modulus M ′ = 9.71 GPA M = 1.66
total density ρ′ = 2270 kg/m3 ρ = 2.27
fluid density ρ′f = 1000 kg/m3 ρf = 1

apparent mass density ρ′a = 117 kg/m3 ρa = 0.117
permeability coefficient κ′ = 0.8 mm4/N κ = 24.5× 10−7

porosity φ = 0.195 φ = 0.195
Biot effective stress coefficient α = 0.83 α = 0.83
frequency ω′ = 12 kHz ω = 3.91

Table 2: Process zone configuration illustrated in Fig. 2: center (xc, yc), length `, and orientation φ (with respect to x
axis) of cracks Γκ, κ = {1, 2, ..., 9}.

κ 1 2 3 4 5 6 7 8 9

xc(Γκ) −5.5 −0.25 4.3 −3.3 1.6 −4.3 −3.4 −2 2.9
yc(Γκ) 0 0 −1 0 0.5 0.5 −1.07 0 0
`(Γκ) 3 2.2 3 1 2.75 1.8 1.25 2.4 2.2
φ(Γκ) 0.47π 0.6π 0.56π 0.56π 0.42π 0.5π 0.37π 0.5π 0.56π

Table 3: Process zone configuration illustrated in Figs. 3, 4: center (xc, yc), length `, and orientation φ (with respect to
x axis) of cracks Γκ, κ = {10, 11, ..., 15}.

κ 10 11 12 13 14 15

xc(Γκ) −4.76 −1.13 3.46 −3.06 −1.13 1.16
yc(Γκ) 0 0 0 0 0 0
`(Γκ) 2.35 0.74 7.03 2.35 0.74 7.03
φ(Γκ) 0.3π 0.5π 0.46π 0.3π 0.5π 0.46π

λs in the specimen is approximately one, serving as a reference length scale. The incident waves interact

with the hydraulic fracture network in each setup giving rise to the scattered field (u, p), governed by (5),

whose pattern (uobs, pobs) over the observation grid G is then computed. For both illumination and sensing

purposes, G is sampled by a uniform grid of N excitation and observation points. In Setup I, the H-shaped

incident/observation grid is comprised of N = 330 source/receiver points, while in Setup II, the L-shaped

support of injection well is uniformly sampled at N = 130 points for excitation and sensing.

5.3. Data Inversion

With the preceding data, one may generate the multiphasic indicator maps affiliated with (31) and (41)

in three steps, namely by: (1) constructing the discrete scattering operators Λ and Λδ from synthetic data

(uobs, pobs), (2) computing the trial signature patterns ΦL pertinent to a poroelastic host domain, and (3)

evaluating the imaging indicators (L or G) in the sampling area through careful minimization of the discretized

cost functionals (30) and (38) as elucidated in the sequel.

Step 1: construction of the multiphase scattering operator

Given the in-plane nature of wave motion, i.e., that the polarization amplitude of excitation gs and the

nontrivial components of associated scattered fields uobs lay in the x− y plane of orthonormal bases (e1, e2),
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the discretized scattering operator Λ may be represented by a 3N× 3N matrix with components

Λ(4i+ 1:4i+ 4, 4j+ 1:4j+ 4) =


u11 u12 u1

u21 u22 u2

p1 p2 p

 (ξi,yj), i, j = 0, . . . N − 1, (42)

where Λrs(ξi,yj) (r, s=1, 2) is the rth component of the solid displacement measured at ξi due to a unit force

applied at yj along the coordinate direction s and ps is the associated pore pressure measurement; also, u

signifies the 2×1 solid displacement at ξi due to a unit injection at yj and p is the affiliated pore pressure.

Note that here the general case is presented where excitations and measurements are conducted along all

dimensions. Λ may be downscaled as appropriate according to the testing setup.

Noisy operator. To account for the presence of noise in measurements, we consider the perturbed operator

Λδ := (I +Nε)Λ, (43)

where I is the 3N × 3N identity matrix, and Nε is the noise matrix of commensurate dimension whose

components are uniformly-distributed (complex) random variables in [−ε, ε]2. In what follows, the measure

of noise in data with reference to definition (29) is δ = ‖NεΛ‖= 0.05.

Step 2: generation of a multiphysics library of scattering patterns

This step aims to construct a suitable right hand side for the discretized scattering equation in unbounded

and bounded domains pertinent to the analytical developments of Section 4 and numerical experiments of this

section, respectively.

Unbounded domain in R3. In this case, the poroelastic trial pattern ΦL ∈ L2(G )3 × L2(G ) is given by

Definition 1 indicating that (a) the right hand side is not only a function of the dislocation geometry L but also

a function of the trial density a∈ H̃1/2(L)3× H̃1/2(L)× H̃−1/2(L), and (b) computing ΦL generally requires

an integration process at every sampling point x◦. Conventionally, one may dispense with the integration

process by considering a sufficiently localized (trial) density function e.g., see [41, 23].

Bounded domain. This case corresponds to the numerical experiments of this section where the background

is a poroelastic plate P of finite dimensions. In this setting, following [49], it is straightforward to show that

the trial patterns ΦL = (uL, pL) for a finite domain is governed by

∇ · (C :∇uL) − (α− ρf
γ

)∇pL + ω2(ρ−
ρ2
f

γ
)uL = 0 in P \L,

1

γω2
∇2pL + M−1pL + (α− ρf

γ
)∇ ·uL = 0 in P \L

(n ·C :∇uL, pL) = 0 on ∂P,

(JuLK, JpLK,−JqLK) = a, JtLK = 0 on L.

(44)

In what follows, the trial signatures Φn,ι
x◦

= (un,ι
x◦
,pn,ι
x◦

)(ξi) over the observation grid ξi ∈ G are computed

separately for every sampling point x◦ ∈ L ⊂ P by solving
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∇ · (C :∇un,ι
x◦

) − (α− ρf
γ

)∇pn,ι
x◦

+ ω2(ρ−
ρ2
f

γ
)un,ι
x◦

= 0 in P \L,

1

γω2
∇2pn,ι

x◦
+ M−1pn,ι

x◦
+ (α− ρf

γ
)∇ ·un,ι

x◦
= −(1− ι)δ(x◦− ξ) in P \L

(n ·C :∇un,ι
x◦
,pn,ι
x◦

) = 0 on ∂P,

ι(n ·C :∇un,ι
x◦
− |L|−1δ(x◦− ξ)n,pn,ι

x◦
) = 0 on x◦+ RL,

Jpn,ιx◦
K = 0, Jn ·C :∇un,ι

x◦
K = 0 on x◦+ RL.

(45)

where ι = 0, 1, and the trial dislocation L is described by an infinitesimal crack L = x◦+ RL wherein R is a

unitary rotation matrix, and L represents a vanishing penny-shaped crack of unit normal n◦ := {1, 0, 0}, so

that n = Rn◦. On recalling (42), the three non-trivial components of (un,ι
x◦
,pn,ι
x◦

)(ξi) in the x− y plane, with

orthonormal bases (e1, e2), are arranged into a 3N×1 vector for ξi ∈ G as the following

Φn,ι
x◦

(3i+ 1:3i+ 3) =


un,ι
x◦
· e1

un,ι
x◦
· e2

pn,ι
x◦

(ξi), i = 0, . . . N − 1. (46)

Sampling. With reference to Figs. 2 and 3, the search area i.e., the sampling region is a square [−5, 5]2 ⊂ P

probed by a uniform 100×100 grid of sampling points x◦where the featured indicator functionals are evaluated,

while the unit circle spanning possible orientations for the trial dislocation L is sampled by a grid of 16

trial normal directions n = Rn◦, and the excitation form – as a fluid source or an elastic force, is selected

via ι. Accordingly, the multiphasic indicator maps L and G are constructed through minimizing the cost

functionals (30) and (38) for a total of M = 10000× 8× 2 trial triplets (x◦,n, ι).

Remark 5.1. It is worth mentioning that in the discretized equation

Λδ gn,ιx◦
= Φn,ι

x◦
, (47)

the scattering operators Λδ is independent of any particular choice of L(x◦,n) or ι.Therefore, one may replace

Φn,ι
x◦

in (47) with an assembled 3N×M matrix, encompassing all variations of L(x◦,n) and ι, to solve only

one equation for the reconstruction of hidden fractures which is computationally more efficient.

Step 3: computation of the multiphysics imaging functionals

L map. With reference to Theorem 4.2, (47) is solved by minimizing the regularized cost functional (30). It

is well-known, however, that the Tikhonov functional Jη is convex and its minimizer can be obtained without

iteration [42]. Thus-obtained solution gn,ιx◦,L
to (47) is a 3N×1 vector (or 3N×M matrix for all right-hand

sides) identifying the structure of multiphasic wavefront densities on G . On the basis of (31) and (32), the

multiphysics L indicator is then computed as

L(x◦) :=
1

‖gLx◦
‖L2

, gLx◦
:= argmin

gn,ι
x◦,L

‖gn,ιx◦,L
‖2L2 . (48)

G map. In the case where =γ → 0, one may construct a more robust approximate solution to (47) by

minimizing Jα,δ in (38). As indicated in Section 4, Jα,δ is also convex and its minimizer gn,ιx◦,G
can be

computed by solving the discretized linear system (40). Then, with reference to (41), the multiphase indicator
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G is obtained as

G(x◦) :=
1√

‖(Λδ
])

1
2 gGx◦

‖2 + δ‖gGx◦
‖2
, gGx◦

:= argmin
gn,ι
x◦,G

‖gn,ιx◦,G
‖2L2 . (49)

5.4. Simulation results

Near-field tomography of an evolving network. With reference to Fig. 2, a hydraulic fracture network
9⋃

κ=1
Γκ

is induced in P in four steps. Following each treatment, the numerical experiments are conducted as described

earlier where the multiphasic scattering patterns (uobs, pobs) are obtained over an H-shaped sensing grid G

resulting in a 3N×3N = 990×990 scattering matrix. The latter is then used to compute the distribution of L

indicator in the sampling region, at every sensing step, to recover the sequential evolution of the network as

shown in the figure.

Figure 2: Reconstruction of an evolving hydraulic fracture network via the multiphysics L indicator: (top row) sensing and network
configurations at each treatment stage, and (bottom row) L maps computed via (48) on the basis of solid displacements and pore
pressures (uobs, pobs) measured on an H-shaped grid ξi ∈ G , i = {1, 2, ..., 330} in the injection and two monitoring wells.

Figure 3: Limited-aperture reconstruction via the multiphysics G indicator: (panels 1 and 3) sensing and network configurations,
and (panels 2 and 4) the affiliated G maps constructed via (49) from the complete dataset i.e., solid displacements and pore
pressures (uobs, pobs) observed on an L-shaped grid ξi ∈ G , i = {1, 2, ..., 130} in the injection well.
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Figure 4: Near-field imaging via the pore fluid: (panels 1 and 3) sensing and network configurations similar to Fig. 3, and (panels 2
and 4) the associated G maps computed via (49) when the excitation at every point ξi ∈ G , i = {1, 2, ..., 130} is a fluid volumetric
source gf and the measurements are in the form of pore pressure data pobs.

Limited-aperture imaging. Fig. 3 shows the reconstructed G maps via (49) from the complete dataset,

including both solid displacements and pore pressure measurements (uobs, pobs), on an L-shaped grid G as-

sociated with the injection (or treatment) well, which results in a 3N×3N = 390×390 poroelastic scattering

matrix. Here, both networks
12⋃

κ=10
Γκ and

15⋃
κ=13

Γκ involve hydraulic fractures of different length scales e.g., Γ11

is of O(1) while Γ12 is of O(10). One may also observe the interaction between scatterers in the G maps

when the pair-wise distances between fractures is less than a few wavelengths. It should be mentioned that

similar maps are obtained by deploying the L imaging functional. However, it is interesting to note that the

G indicator is successful in reconstructing the fracture network even though γ ∈ C. This may be due to the

particular sensor arrangement germane to the hydraulic fracturing application where a subset of the sensing

grid (within the injection well) is in fact in close proximity of scatterers Γκ, κ = 1, 2, ..., 15.

Acoustic imaging via the pore fluid. In hydrofracking, it may be convenient to generate distributed fluid

volumetric excitation within the treatment well and simultaneously measure thus-induced pore pressures on the

same grid. Data inversion on the basis of acoustic excitation and measurements may expedite reconstruction

of the induced fractures. In this spirit, Fig. 4 illustrates the reconstruction results for the network and sensing

configurations similar to Fig. 3 where the excitation takes only the form of a fluid volumetric source, and the

measurements are pore pressure data pobs. The L indicator generates very similar maps.

6. Conclusions

A multiphysics data inversion framework is developed for near-field tomography of hydraulic fracture

networks in poroelastic backgrounds. This imaging solution is capable of spatiotemporal reconstruction of

discontinuous interfaces of arbitrary (and possibly fragmented) support whose poro-mechanical properties are

unknown. The data is processed within an appropriate dimensional framework to allows for simultaneous

inversion of elastic and acoustic (i.e., pore pressure) measurements, which are distinct in physics and scale.

The proposed imaging indicator is (a) inherently non-iterative enabling fast inversion of dense data in support

of real-time sensing, (b) flexible with respect to the sensing configuration and illumination frequency, and

(c) robust against noise in data. Limited-aperture and partial data inversion – e.g., deep-well tomography

as well as imaging based solely on pore pressure excitation and measurements – are explored. Both L and

G indicators showed success in the numerical experiments germane to the limiting case of high-frequency

illumination. It should be mentioned that this imaging modality can be naturally extended to more complex

e.g., highly heterogeneous backgrounds. Given the multiphysics nature of data, a remarkable potential would

be to deploy this approach within a hybrid data analytic platform to enable not only geometric reconstruction,
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but also interfacial characterization of discontinuity surfaces, e.g., involving the retrieval of permeability profile

of hydraulic fractures from poroelastic data.
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Appendix A. Poroelastodynamics fundamental solution

The poroelastodynamics fundamental solution [40, 50] takes the form

G(y, ξ) :=

[
Us
ij uf

i

ps
j pf

]
(y, ξ), y, ξ ∈ R3, ξ 6= y, i, j = 1, 2, 3, (A.1)

where (Us,ps) ∈ H1
loc(R3 \ {y})3×3×H1

loc(R3 \ {y})3 satisfies

∇·(C :∇Us)(y, ξ)− (α− ρf
γ

)∇ps(y, ξ) + ω2(ρ−
ρ2
f

γ
)Us(y, ξ) = −δ(y − ξ)I3×3,

1

γω2
∇2ps(y, ξ) +M−1ps(y, ξ) + (α− ρf

γ
)∇·Us(y, ξ) = 0, ξ ∈ R3 \ {y}, ξ 6= y ∈ R3,

(A.2)

while (uf,pf) ∈ H1
loc(R3 \ {y})3×H1

loc(R3 \ {y}) solves

∇·(C :∇uf)(y, ξ)− (α− ρf
γ

)∇pf(y, ξ) + ω2(ρ−
ρ2
f

γ
)uf(y, ξ) = 0,

1

γω2
∇2pf(y, ξ) +M−1pf(y, ξ) + (α− ρf

γ
)∇·uf(y, ξ) = −δ(y − ξ), ξ ∈ R3 \ {y}, ξ 6= y ∈ R3,

(A.3)

both subject to the relevant radiation conditions similar to (9). On setting

r := |y − ξ|, G(kς , r) :=
eikςr

4πr
, ς = s,p1,p2, [f ],i :=

∂f

∂ξi
, i = 1, 2, 3,

A1 :=
k2

p2
(k2

p1
M − γω2)

γω2(k2
p1
− k2

p2
)
, A2 :=

k2
p1

(k2
p2
M − γω2)

γω2(k2
p2
− k2

p1
)
,

(Us,ps) permits the explicit form

Us
ij =

γ

ω2(ργ − ρ2
f )

[(
G(ks, r)−A1G(kp1

, r)−A2G(kp2
, r)
)
,ij

+ δijk
2
sG(ks, r)

]
,

ps
j =

ω2(αγ − ρf )

(λ+ 2µ)(k2
p1
− k2

p2
)

(
G(kp1

, r)−G(kp2
, r)
)
,j
, i, j = 1, 2, 3,

(A.4)
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and (uf,pf) reads

uf = −ps, pf = − γω2

k2
p2
− k2

p1

[(
k2

p1
−
ω2(ργ − ρ2

f )

γ(λ+ 2µ)

)
G(kp1

, r)−
(
k2

p2
−
ω2(ργ − ρ2

f )

γ(λ+ 2µ)

)
G(kp2

, r)

]
, (A.5)

In this setting, the associated fundamental tractions Ts and tf on a surface Γ ⊂ R3 \{y} characterized by the

unit normal vector n may be specified as

Ts
ij(y, ξ) = nk(ξ)Cik`ςU

s
`j,ς(y, ξ)− αni(ξ)ps

j(y, ξ),

tfi(y, ξ) = nk(ξ)Cik`ςu
f
`,ς(y, ξ)− αni(ξ)pf(y, ξ), ξ ∈ Γ, y ∈ R3 \Γ,

(A.6)

where Einstein’s summation convention applies over the repeated indexes. In addition, the normal relative

fluid-solid displacements qs and qf across Γ may be expressed as

qs
j(y, ξ) =

1

γω2

(
ni(ξ)ps

j,i(y, ξ) − ρfω
2ni(ξ)Us

ij(y, ξ)
)
,

qf(y, ξ) =
1

γω2

(
ni(ξ)pf

,i(y, ξ) − ρfω
2ni(ξ)uf

i(y, ξ)
)
, ξ ∈ Γ, y ∈ R3 \Γ.

(A.7)

Appendix B. Wellposedness of the poroelastic scattering problem

Given (tι, qι, pι) ∈ H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) and the interface operator P : H̃1/2(Γ)3× H̃1/2(Γ)×
H̃−1/2(Γ) → H−1/2(Γ)3 × H−1/2(Γ) × H1/2(Γ) satisfying (13), then the direct scattering problem (5)-(9)

has a unique solution that continuously depends on (tι, qι, pι). Note that qι is continuously dependent on

(uι ·n,∇pι ·n) according to (6). First, observe that (5)-(9) may be expressed on B \Γ in the variational form

in terms of (u, p) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) so that ∀(u′, p′) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) satisfying the

radiation condition (9),〈
(tι + α̃f p

ιn, qι, pι), (Ju′K, Jp′K, ϑf〈〈p′〉〉)
〉

Γ
=

∫
B\Γ

{
∇ū′ :C :∇u +

1

γω2
∇p̄′ ·∇p − (α− ρf

γ
)(∇·ū′p + p̄′∇·u)

}
dVξ −

∫
B\Γ

{
ω2(ρ−

ρ2
f

γ
) ū′·u+M−1p̄′p

}
dVξ +

ρf
γ

∫
Γ

(
〈〈p〉〉Jū′K + JpK〈〈ū′〉〉+ 〈〈p̄′〉〉JuK + Jp̄′K〈〈u〉〉

)
·n dSξ −

〈(
− JuK·K + α̃f 〈〈p〉〉n,−

κf

iωΠ
JpK, 〈〈p〉〉+

βf

1− α̃fβf

n·KJuK
)
,
(
Ju′K, Jp′K, ϑf〈〈p′〉〉

)〉
Γ
−

∫
∂B

{
ū′ · t +

1

γω2
p̄′∇p·n +

ρf
γ

ū′ ·np
}

dSξ,

(B.1)

where ϑf ∈ L∞(Γ) is defined by

ϑf :=
Παf

knβf

(1− α̃fβf) on Γ,

with the ‘bar’ indicating complex conjugate. Note that in light of (9), one has

lim
R→∞

∫
∂B

{
ū′ · t +

1

γω2
p̄′∇p·n +

ρf
γ

ū′ ·np
}

dSξ = 0.
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It is worth mentioning that (B.1) is obtained by premultiplying the first of (5) by ū′ and its second by

p̄′; the results are then added and integrated by parts over B \ Γ. The duality pairing 〈·, ·〉Γ on the left

hand side of (B.1) is continuous with respect to tι, qι, and pι owing to the continuity of the trace mapping

(u′, p′)→ (Ju′K, Jp′K, 〈〈p′〉〉) from H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) into H̃1/2(Γ)3 × H̃1/2(Γ)×H1/2(Γ). Now let us

define ∀(u′, p′) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) subject to (9), the coercive operator

A
(
(u, p), (u′, p′)

)
:=

∫
B\Γ

{
∇ū′ :C :∇u +

1

γω2
∇p̄′ ·∇p −

(α− ρf
γ

)(∇·ū′p + p̄′∇·u) + p̄′p +
ρ2
f

γ
ω2 ū′·u

}
dVξ.

(B.2)

On invoking µr = λ′ i.e., λ = 1 from Section 2.1 and recalling from (4) that |α− ρf/γ| < 1, one may observe

R(A)((u, p), (u, p)) >
∫

B\Γ

{(
λ− |α− ρf

γ
|
)
‖∇·u‖2 + µ ‖∇u‖2 +

Rγ

γ2ω2
‖∇p‖2 +

(
1− |α− ρf

γ
|
)
‖p‖2 +

ρ2
f

γ2
ω2Rγ ‖u‖2

}
dVξ > c

(
‖u‖2H1(B\Γ)3 + ‖p‖2H1(B\Γ)

)
,

(B.3)

for a constant c > 0 independent of (u, p). Next, define ∀(u′, p′) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) subject to (9),

the compact operator

B
(
(u, p), (u′, p′)

)
= −

〈(
− JuK·K + α̃f 〈〈p〉〉n,−

κf

iωΠ
JpK, 〈〈p〉〉+

βf

1− α̃fβf

n·KJuK
)
,
(
Ju′K, Jp′K, ϑf〈〈p′〉〉

)〉
Γ
−∫

B\Γ

{
ρω2ū′·u + (M−1 + 1)p̄′p

}
dVξ +

ρf
γ

∫
Γ

(
〈〈p〉〉Jū′K + JpK〈〈ū′〉〉+ 〈〈p̄′〉〉JuK + Jp̄′K〈〈u〉〉

)
·ndSξ,

(B.4)

where∣∣B((u, p), (u′, p′))∣∣ 6 c
{
‖u‖L2(B\Γ)3 ‖u′‖L2(B\Γ)3 + ‖p‖L2(B\Γ) ‖p′‖L2(B\Γ) +

‖JuK‖L2(Γ)3 ‖Ju′K‖L2(Γ)3 + ‖JpK‖L2(Γ) ‖Jp′K‖L2(Γ) + ‖〈〈p〉〉‖L2(Γ) ‖〈〈p′〉〉‖L2(Γ) +

‖〈〈p〉〉‖L2(Γ) ‖Ju′K‖L2(Γ)3 + ‖JpK‖L2(Γ) ‖〈〈ū′〉〉‖L2(Γ)3 + ‖JuK‖L2(Γ)3 ‖〈〈p′〉〉‖L2(Γ) + ‖〈〈u〉〉‖L2(Γ)3 ‖Jp′K‖L2(Γ)

}
,

for a constant c independent of (u, p) and (u′, p′). Then, the compact embedding of H1(B \Γ) into L2(B \Γ)

and the compactness of the trace operator indicates that B defines a compact perturbation of A
(
(u, p), (u′, p′)

)
.

Therefore, on letting R→∞, one may observe that the problem (B.1) is of Fredholm type, and thus, is well-

posed as soon as the uniqueness of a solution is guaranteed. Assume that (tι, qι, pι) = 0. Then, on invoking (4)

and (12), one may show that when R→∞,

−ω
κ
‖q‖2L2(R3\Γ)3 + =

〈
P
(
JuK, JpK,−JqK

)
,
(
JuK, JpK,−JqK

)〉
Γ

= 0, (B.5)

where

q :=
1

γω2

(
∇p − ρfω2u

)
in R3 \Γ. (B.6)

It should be mentioned that (B.5) is obtained by (a) premultiplying the first of (5) by ū ∈ H1
loc(R3 \Γ)3, (b)

conjugating the second of (5) and multiplying the results by −p ∈ H1
loc(R3 \Γ), and (c) integrating by parts
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over B \Γ and adding the results. On letting R→∞, one finds (B.5) indicating that q = 0 in R3 \Γ by the

premise of Remark 2.2. As a result, the first equation in (5) will be reduced to the Navier equation that is

subject to the (exponentially decaying) poroelastodynamics radiation conditions (9) which implies that u = 0

in R3 \Γ. The second equation in (5) then reads p = 0 in R3 \Γ which completes the proof for the uniqueness

of a scattering solution, and thus, substantiates the wellposedness of the forward problem.

Appendix C. Proof of Lemma 2.1

Let us define

σι := C :∇uι − αpιI3×3, ζι := M−1pι + α∇ ·uι in R3 \Γ,

σa := C :∇ua − αpaI3×3, ζa := M−1pa + α∇ ·ua in R3 \Γ,

where (uι, pι) ∈ H1
loc(R3 \ G )3 ×H1

loc(R3 \ G ) and (ua, pa) ∈ H1
loc(R3 \ Γ)3 ×H1

loc(R3 \ Γ) solve (3) and (22)

respectively. Then, the poroelastic reciprocal theorem [40] reads

∇ūa : σι + ζ̄a p
ι = σ̄a :∇uι + p̄a ζ

ι. (C.1)

Now, on setting

qι :=
1

γω2

(
∇pι − ρfω

2uι
)
, qa :=

1

γ̄ω2

(
∇pa − ρfω

2ua
)

in R3 \Γ, (C.2)

observe that∫
R3\Γ

{
∇ūa : σι + ζ̄a p

ι
}

dVξ := −
∫

Γ

{
JūaK· tι − J q̄aKpι

}
dSξ +

∫
G

ūa ·gs dSξ +

ρω2

∫
R3\Γ

ūa·uι dVξ + ρfω
2

∫
R3\Γ

{
ūa· qι + q̄a·uι

}
dVξ + γω2

∫
R3\Γ

q̄a· qι dVξ,

∫
R3\Γ

{
σ̄a :∇uι + p̄a ζ

ι
}

dVξ :=

∫
Γ

J p̄aKqι dSξ −
∫

G

p̄a ·gf dSξ +

ρω2

∫
R3\Γ

ūa·uι dVξ + ρfω
2

∫
R3\Γ

{
ūa· qι + q̄a·uι

}
dVξ + γω2

∫
R3\Γ

q̄a· qι dVξ.

Then, by invoking (19), (21), and (22), it is evident that〈
S (g),a

〉
Γ

=
(
g,S ∗(a)

)
L2(G )

,

which completes the proof.

Appendix D. Proof of Lemma 3.1

Observe that S ∗ of Lemma 2.1 possesses the integral form

S ∗(a) =

∫
Γ

Σ̄(ξ,y) · a(y) dSy, Σ =

[
Ts qs ps

tf qf pf

]
, ξ ∈ G . (D.1)
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Note that the kernel Σ(ξ,y) is derived from the poroelastodynamics fundamental solution of Appendix

A which also appeared in the integral representation (15). In this setting, the smoothness of Σ̄ substantiates

the compactness of S ∗ as an application from H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ) into L2(G )3 ×L2(G ). Next,

suppose that there exists a ∈ H̃1/2(Γ)3 × H̃1/2(Γ)× H̃−1/2(Γ) such that S ∗(a) = 0. Then, the vanishing

trace of (ua, pa) on G implies, by the unique continuation principle, that (ua, pa) = 0 in R3\Γ, and whereby

(JuaK, JpaK,−JqaK) = a = 0 which guarantees the injectivity of S ∗. The densness of the range of S ∗ is

established via the injectivity of S . To observe the latter, let (gs, gf ) ∈ L2(G )3×L2(G ) such that S (gs, gf ) =

0. The definition (19) then reads (n ·C :∇uι, pι) = 0 on Γ with (uι, pι) satisfying (3). Now, assume that Γ

contains M > 1 (possibly disjoint) analytic surfaces Γm⊂ Γ, m = 1, . . .M , and consider the unique analytic

continuation ∂Dm of Γm identifying an “interior” domain Dm⊂ B. In this setting, (n ·C :∇uι, pι) = 0 also

on Γm which thanks to the analyticity of n ·C :∇uι with respect to the surface coordinates on ∂Dm leads

to (n ·C :∇uι, pι) = 0 on ∂Dm. Keeping in mind that ω ∈ R, observe that ω may not be an eigenfrequency

associated with

∇ · (C :∇um) − (α− ρf
γ

)∇pm + ω2(ρ−
ρ2
f

γ
)um = 0 in Dm,

1

γω2
∇2pm + M−1pm + (α− ρf

γ
)∇ ·um = 0 in Dm,

(n ·C :∇um, pm) = 0 on ∂Dm,

(D.2)

which are inherently complex due to the complexity of γ, then (uι, pι) = 0 in Dm. The unique continuation

principle then implies that (uι, pι) = 0 in R3 and thus (gs, gf ) = 0 according to (3) which completes the proof.

Appendix E. Proof of Lemma 3.2

The boundedness of T stems from the well-posedness of the forward problem (5) and trace theorems. To

observe (25), let ψ ∈ H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) and consider (u, p) satisfying (5) with (tι, qι, pι) = ψ.

Following similar steps used to obtain (B.5), one finds ∀ψ ∈ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ),

= 〈ψ, Tψ〉Γ = − ω

κ
‖q‖2L2(R3\Γ) + =

〈
P
(
JuK, JpK,−JqK

)
,
(
JuK, JpK,−JqK

)〉
Γ
. (E.1)

Then, the Lemma’s claim follows immediately from (13).

Appendix F. Proof of Lemma 3.3

1. First, observe that T given by (23) is Fredholm with index zero. The argument directly follows the proof

of [51, Lemma 2.3] and makes use of the integral representation theorems and asymptotic behavior of the

poroelastodynamics fundamental solution on Γ [40]. One then further demonstrate the injectivity of T by

assuming that there exists ψ ∈ H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) so that T (ψ) = 0. Consequently, (15)

reads that (u, p) =0 in R3\Γ, which implies that (t, 〈〈q〉〉) =0 on Γ according to (6). Then, the third to

fifth of (5) indicate that ψ = 0, and thus the Lemma’s claim follows.

2. We proceed using a contradiction argument. Assume that estimation (26) does not hold true, then one

can find a sequence (ψn)n∈N∗ ⊂ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ) such that for all n ∈ N∗,

|〈ψn, T (ψn)〉| < 1

n
, ‖ψn‖ = 1. (F.1)
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Since (ψn) is bounded, one may assume up to extracting a subsequence that (ψn) converges weakly to

some ψ ∈ H−1/2(Γ)3 ×H−1/2(Γ)×H1/2(Γ). Now, let (un, pn) ∈ H1
loc(R3 \Γ)3×H1

loc(R3 \Γ) solve the

poroelastic scattering problem (5) for (tι, qι, pι) = ψn. In this setting, (E.1) reads that for ψ = ψn,

|〈ψn, T (ψn)〉| > ω

κ
‖qn‖2L2(R3\Γ)3

− =
〈
P
(
JunK, JpnK,−JqnK

)
,
(
JunK, JpnK,−JqnK

)〉
Γ
, (F.2)

wherein

qn :=
1

γω2

(
∇pn − ρfω

2un
)

in R3 \Γ,

qn :=
1

γω2

(
∇pn ·n − ρfω

2un ·n
)

on Γ.

(F.3)

In light of (13), (F.1) and (F.2), observe that qn converges strongly to zero in L2(R3 \Γ)3. Next, from

the wellposedness of the scattering problem and the continuity of the trace operator, one finds that∥∥(JunK, JpnK,−JqnK
)∥∥
H̃1/2(Γ)3×H̃1/2(Γ)×H̃−1/2(Γ)

≤ c ‖(un, pn)‖H1
loc(R3\Γ)3×H1

loc(R3\Γ)

≤ c′ ‖ψn‖H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) = c′,
(F.4)

for a constant c > 0 (resp. c′ > 0) independent of (un, pn) (resp. ψn). The boundedness of sequences

JunK, JpnK and JqnK indicates, up to extracting a subsequence, that they respectively converge weakly to

some JuK, JpK and JqK. Then, the compactness of S̄ ∗, mapping (JunK, JpnK,−JqnK) to (un, pn) according

to (15), implies that (un, pn) converges strongly to some (u, p) ∈ H1
loc(R3 \Γ)3 ×H1

loc(R3 \Γ). From (5)

and (9), one may show that un satisfies

∇ · (C :∇un) + (ρ− αρf )ω2un = (αγ − ρf )ω2qn in R3 \Γ,

∂uς
∂r
− ikςuς = o

(
r−1e−I(kς)r

)
, ς = p1,p2, s, u = un as r := |ξ| → ∞.

(F.5)

As n→∞, one obtains that u satisfies

∇ · (C :∇u) + (ρ− αρf )ω2u = 0 in R3 \Γ,

∂uς
∂r
− ikςuς = o

(
r−1e−I(kς)r

)
, ς = p1,p2, s, as r := |ξ| → ∞,

(F.6)

implying that u = 0. Note that the conservative Navier system in first of (F.6) does not generate the

exponentially decaying radiation pattern in the second of (F.6) (which is associated with the lossy Biot

system). In this setting, (F.3) indicates that p is constant in R3 \Γ and since p is subject to a radiation

condition similar to the second of (F.6), one deduces that p = 0. Now, from the wellposedness of the

forward scattering problem, one finds that ψ = 0. On the other hand, observe from (12) that

‖ψn‖2H−1/2(Γ)3×H−1/2(Γ)×H1/2(Γ) =
〈
ψn,P(JunK, JpnK,−JqnK)

〉
Γ
−
〈
ψn, (tn, 〈〈qn〉〉, 〈〈pn〉〉)

〉
Γ
. (F.7)

Then, the regularity of the trace operator implies that (JunK, JpnK,−JqnK) and (tn, 〈〈qn〉〉, 〈〈pn〉〉) converges

strongly to zero. Consequently, (F.7) reads that ‖ψn‖2 goes to zero as n goes to infinity. This result

contradicts (F.1) and establishes the lemma’s statement.
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Appendix G. Proof of Lemma 3.5

The injectivity of Λ is implied by the injectivity of operators S ∗, T , and S in the factorization Λ =

S̄ ∗T S (see Lemmas 3.1 and 3.3). The compactness of Λ follows immediately from the compactness of

S ∗ – and thus that of S (Lemma 3.1), and the boundedness of T (Lemma 3.2). The last claim may

be verified by establishing the injectivity of Λ∗ = S ∗P∗ which in light of Lemma 3.1, results from the

injectivity of P∗. To demonstrate the latter, one first finds from the definition of P that the adjoint operator

P∗ : L2(G )3 × L2(G )→ H̃1/2(Γ)3× H̃1/2(Γ)× H̃−1/2(Γ) is given by P∗(g) = (Ju?K, Jp?K,−Jq?K) on Γ where

(u?, p?) ∈ H1
loc(R3 \ {Γ ∪ G })3×H1

loc(R3 \ {Γ ∪ G }) solves

∇ · (C :∇u?)(ξ) − (α− ρf
γ̄

)∇p?(ξ) + ω2(ρ−
ρ2
f

γ̄
)u?(ξ) = −

∫
G

δ(y − ξ)gs(y)dSy in R3 \ {Γ ∪ G },

1

γ̄ω2
∇2p?(ξ) + M−1p?(ξ) + (α− ρf

γ̄
)∇ ·u?(ξ) = −

∫
G

δ(y − ξ)gf (y)dSy in R3 \ {Γ ∪ G },

(t?, 〈〈q?〉〉, 〈〈p?〉〉) = P̄T(Ju?K, Jp?K,−Jq?K), Jt?K = 0 on Γ,

(G.1)

wherein ‘T’ indicates transpose, and

[t?, q?](u?, p?) :=
[
n ·C :∇u? − αp?n, 1

γ̄ω2
(∇p? ·n− ρfω2u? ·n)

]
on Γ.

Note that (u?, p?) satisfy the radiation condition as |ξ| → ∞, similar to the complex conjugate of (9). It

should be mentioned that P∗ is obtained by applying the poroelastodynamics reciprocal theorem between

(u?, p?) of (G.1) and (u, p) satisfying (5) similar to Appendix C. Now, let g ∈ L2(G )3 × L2(G ), and assume

that P∗(g) = 0, i.e., (Ju?K, Jp?K,−Jq?K) = 0. In this case, (u?, p?) and q? are continuous across Γ independent

of P̄T. Therefore, (u?, p?) ∈ H1
loc(R3 \G )3×H1

loc(R3 \G ) and (t?, q?, p?) = 0. Thanks to this result, one can

show as in the proof of Lemma 3.1 that (u?, p?) = 0, and consequently g = 0 which concludes the proof.
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[33] J. D. Hyman, J. Jiménez-Mart́ınez, H. S. Viswanathan, J. W. Carey, M. L. Porter, E. Rougier, S. Karra,

Q. Kang, L. Frash, L. Chen, Z. Lei, D. O’Malley, N. Makedonska, Understanding hydraulic fracturing: a

multi-scale problem, Philos Trans A Math Phys Eng Sci 374 (2078) (2016) 20150426.

[34] G. I. Barenblatt, Scaling (Cambridge texts in applied mathematics), Cambridge University Press, Cam-

bridge, UK, 2003.

[35] S. Nakagawa, M. A. Schoenberg, Poroelastic modeling of seismic boundary conditions across a fracture,

The Journal of the Acoustical Society of America 122 (2) (2007) 831–847.

[36] A. N. Norris, Radiation from a point source and scattering theory in a fluid-saturated porous solid, The

Journal of the Acoustical Society of America 77 (6) (1985) 2012–2023.
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